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Applications of Itet Response Models tO NAEP
Mathematics Exercise Results

Ronald K. Hambleton, Principal Investigator
University of Massachusetts, Amherst

Abstract

In view of the technical advances and applications of item response
models around the country, it is reasonable to expect ECS to consider the
potential of item response models for use within its.assessment programs.
Among the areas to which the models could be applied are:

1. test building (item.analysis, item bias, and item selection),

2. equating test forms,

3. measuring achievement growth,
4. linking NAEP exercises to other national, state, and district

tests and test score norms.

But, the advantages derived from the,applications of item response models

dannot be achieved if the fit between the item response model of interest

and NAEP exercises is less than adequate. Unfortunately, relatively little

work has been done on the problem of determining the goodness of-fit between

an item reSponse mo,-2,e1 and a test data set. Also, no one has looked at the

fit between any of the item response models and NAEP mathematics exercises.

The research study had two principal objectives:

1. To organiZe and evaluate many uf the available approaches for

addressing the fit between an item response-model and 'a data set.

2. To fit the one- and three-parameter logistic models to several
'NAEP mathematics exercise boOklets, and evaluate and compare

the results.

Approaches for addressing goodness of fit were:organized into three

,categories: Checks on model assumptions, expected features, and additional

model predictions. Within the categories, several new methods were also

advanced and several older methods which were not in common use for deter-

mining item response model-data fit were described. Many of these methods

were then uSed to determine the fit of the one-'and three-parameter models

to six NAEP mathematics booklets (three booklets for nine year olds and

three booklets for thirteen year olds) in the 1977-78 assessMent. Thre
were some inconsistent findings but it did appear that the three-parameter

model provided an excellent fit to the data sets whereas the one-parameter

model did not. Recommendations for conducting future goodneSs of fit in-

vestigations were offered in the final section of the report'.
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1.0 Introduction.

1.1 Statement of Problems

Item response theory, Or latent trait theory aS it has somet,imes

been called, is the most popular topic for research at the present time

.among measurement specialistsl There are numerous published research

studies and conference presentations, and plentiful and diverse applica-

tions of the theory (for example,.see Hambleton, Swaminathan, Cook,

Eignor, & Gifford, 1978; Lord, 1980). At least six books on the topic

are in preparation; Applied Psychological Measurement will devote a special

issue to the topic. in 1982; and the Educational Research Institute of

British Columbia will pub,lish a special monograph in 1982 on promising

itera response model applications.

Presently, iteti response theory (IRT) is used by nearly allof the

large test publishers, and many,state departments of educatiOn and

industrial and professional organizations to construct tests, to Study

item bias, to equate tests, and to report test score information. The

many applications appear to be 'so successful that discussions of IRT have

shifted from consideration of their advantagesand disadvantageS compared

to classical test models to a consideration of topic§ such as model

selection, item and ability parameter estimation, and methods for deter-

mining goodness of fit. Nevertheless, it would be incorrect to convey

the impression that issues and technology associated with item response

theory are fully developed and without controversy. Still, considerable

progress has been made since the seminal papers bY Lord (1952, 1953).



. In vieW of the technical advances and appiications of item response

models (IRMs) it is reasonable to expect that the EducatiOnal CommissIon

for the States (ECS) will consider in the near future the potential of

1RMs for use within its assessment programs. Among the areas to which°

the models could be applied are:

1. in test buildidg(item analysis, item bias, and ittem selection);

2. in equating tAt fAms;

3. in reporting test scores;

4. in, measuring achievement growth on various groups of Lcaminees,

or on particular test items);

- 5. in assessing test score reliStilityp;

6. in linking NAEP exercises to other national, state, and district

test score norms:

It must be recognized however that any advantages derived from the 1,11

applications of IRMs cannot be achieved if the fit between an IRM and a

test data set of interest is less than adequate. Unfortunately, to date,

relatively little research has addressed the problem of determining.the

goodness of fit between an IRM and a test data set of interest. What

work has ben done involves statistical tests, but these tests cannot
Mtx.

be used as the sole determiner of model-data fit because .of their

dependence on examind:e sample size. When sample sizes are large (dS

they will be with NAEP test data), nearly all departures between amodel

and a data set (even those where the practical significance of the

difference is minimal) will lead to rejection of the null hypothesis of

model-data fit. With small sample sizes even big differences may not

be detected via statistical methods because of the low level of statistical
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power% ECS and Others, interested in applying IRMs could benefit from .

a set of recommendations for addressing goodness-of-fit stuolies..

Unfortunately, the extant literature has not been compiled or.organized,

nor, to our knowledge, has much of the literature been critically

evaluated.

Another problem is that the fit between any of the IRMs and NAEP

mathematics exercises has not been studied. Of special interest.in this study

are goodness-of-fit eesults pertaining to several of the mOre promisIng

applications of IRMs-with the NAEP exercises. One of these applications

involN;es creating an item bank with released items and then "linking"

all oethe items at a given age level to a common ability scale. Nen-

NAEP items can also be calibrated and added to the bank. In theory,

statistical descriptors of items (item parameters) that are obtained from

iteM response modelanalyses do not depend upon the choice of examinee

groups uggie4 estimating them, and expected ability estimates for

examineeg do not depend upon the particular choice of items selected from

the bank. Such a system would permit, for example, schools to measure

academic growth even though different test items are used at each test

administration. .Also,41t would be possible to predict how well grouPs

of examinees Wotild have done on selected NAEP mathematics exercises

(and comparisons can be made to thereported NAEP item norms) from their

performance on other test items included in the item bank. Why would

anyone wish to administer a different set of test items from those items

which were normed? One reason is that teachers may wish to administer

particular items to examinees because of their diagnostic value. A

second reason is that with,students who may be expected to do rather poorly
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or wellon a test, better estimates of their abilities can be obtained

when test items are selected to matchtheir expected ability levels

(Hambleton, 1979). There are other uses of item banks as well (see,

forexample, Hambleton et al., 1978). Again; however, these desirable

outcomes will only be obtained if there 4 a more than adequate fit for an

item response model to the NAEP mathematics exercise data. Of special

interest is the invariance of item parameter estimates. For example,

.when items'tunction differently for males and,females; blacks, hispanics,

and whites; and stueents from computationally-oriented aqd non-

computationally-oriented math programs; IRM aSsumptions are violated

and desired outcomes are not achieved. It is important to determine to

what extent invariance of item parameters is obtained and over which sub-

populations of examinees because the findings from item inVarillice studies

have a direct bearing on the utility of IRMs in item banking. That is,

when item statistics,are not invariant, the usefulness of the item

statistics, norms, etc., associated with an.item bank are limited.

In sumMary, it would appear that there are several reasons for ECS

tb considei' t,he utility of IRMs in theie test development, analysis, and

score reporting work._ However, some preliminary work on approaches for

assessing goodness of 'fit must be'done firSt. With the approaches in hand,

a Variety of goodness-of-fit studies.can be conducted on the NAEP mathe-

matics exercises. Finally, at this time the advantages and disadvantage's

of the one- and"three-parameter logistic models in relation to the NAEP

exercises is unknown. Some work in the area would help ECS select the

proper model: if they decide to use IRMS in one or more aspects of their

testing metHods and procedures.

L.

a
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1.2 Objectives

Theresearch study had two principal" objectives:

1. To organize and evaluatts many of the available.approaches for

addressing the fit between an item response model and a data

set.

,

2. To fit the one- and three-Parameter logistic models to several

NAEP mathematics exerciSe booklets, .and evaluate and compare
,

9

the results.

The potential of item response theory for solving avariety of NAEP

testing and measurement problems appears to be substantial. However, this

promise or potential is not guaranteed,by simply processing test results
a

through an available computer program to perform item response model analyses..

, Also, it cannoe be assumed that because so many other data sets have

been fit by item response models that the fit to NAEP exercise data is

assured. The fact is that many of the applications.desCribed in the

literature and especially the large set of AEHA, NCME, and NAEP tonfer-

ence papers have failed_to adequately addresS the goodness-of-fit issue

and so the extent of model-data fit is unknown. Also, because of the
_ -

natiOnal NAEP2, it is essential to carefully

evaluate any proposed changes or additions to NAEP's approaches for

building exercises and reporting and using the test information. Pre-

sently, NAEP is very successful, highly visible, and'important. There- -

fore, there is no reason to take risks in test develcpment and score

reporting. In this research project, ECS is provided with a framework

and methodsAfor addressing the.goodness-of-fit question. And; the wOrk

in this area -should impact on other groups who are interested in addressing
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model-data .fit questionb- Second, ECS is provided with information'

-pertaining to the fit between several NAEP mathemapics exercise booklets

and the one- and
.(
three-parameter logistic test models.

1.3 Item Response Models, ASSnmptions, Busic Concepts1

For many years now the classical test model haS been useful to test

developers and,test sdore users. The model,is based on."weak assumptions"'

and therefore the model can be applied ,to many testing problems (Lord &

Novick, 1968). But,.in spite of the wide acceptance of the clasgical

test model, it.; has several important limitations. One limitation is'that

the two most common classical descriptors of test items, item difficulty

and ftem discrimination, varY as a function of the verage abilfty and the

range of abifity found in the particular sample of examinees for which

they are.computed. The usefulness of these,item statistics in building

r,
tests is limited therefore to groups similar to .those from which the

examinee sample was drawn. Sample-dependent item statistfcs are a serious

handicap for test developers.

Another shortcoming is that examinee test scores depen( upon. the

particular selection of items included in a test; If distinct samples of

test items are drawn from a pool of, items all designed to measure the

same knowledge and-skills, and these item samples differ in difficulty,

the'test scores an examinee can expeGt to earn on these samples will also

differ. With item-dependent ability estimates, comparisons among examinees

are limited to situations where examinees have been administered identical

(or "parallel") sets of test items.

\

1The material in this section of the report was e\dited from a paper

by Hambleton (1979).

.10
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A third shortcoming of the classical test model-is that.it assuMes

that the errors of'measurement are the same for'all examinees. Ak is not

uncommon to observa, however, 'that some examinees perform tasks more
,

consistentiy than'others ancCthat consistency varies:with ability.. Needed

ate test models wAch can provide'Information about the Trecision of test

-> scores and that are free .to-vary from one test score to another:

Because of the shortcomings of the classical test. model, psy'cho-

metricians have been investigating,and developing, more appropriate test .

models. Considerable.attention is being directed currently toward the

field of latent trait theory, sbmetimes referred to aa item response theory

or item characteristic curve theory (Lord, 1980)

In a few words, item reponse theory postulates that (1) underlying

examinee performance on a test is a single ability or trait, and (2) the

relationship.between examinee'perfoimance on each item and the aility

mesured by the test can be described by a monotonically increasing curve.

The curve is called an item characte istic clirveand it provides the
_

probability of examinees at various ability levels answering an item
0

correctly. In Figure 1.3.1 below, 6wo item characteristic curves are

shown.

r-

a



Low
Ability

'Figure 1.3.1. Two, item characteristic curves

High

It is clear from the figure that the probab,Llity of a correct ans

depends on the level df examinee ability. .Examinees with more ability

have higher probd6ilities c)r giving correct answers to items than lower

ability examinees. Item characteristic curves are typically described by

one, two,-and three-parameter curve.§0. The three item parametersare
A 4x

called item diffiCulty, item discrimination, and item, pseCo-chance level..

Items which are shifted to the right end of the ability scale are more

diffiCuit than those shifted°io the left end of the ability scale. It, is'

clear from Figure 1.3.1 then :that. item 2 is More ,lifficuit than item 1.

-
-The slope of an item characteristic curve describes an item's discriminat-,

ing power. In Figure 1.3.1, therefore, item 2 is more discriminating

than item 1. Finally; the probability of a very low ability ,examixnee

answering an item correctly .is the item's pseudo-chance level. With
,
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item 1 in the figure, the probability is,0,4,..-With item 2 the probability

11
, ,414

is somewhat higher.

air

Most item response models, and all of the models which are presently

popular, require the assumption that the test items are homogeneous in

the sense that they measure a single ability or trait, In addition, it

is common to assume that thc: item.characteriatig curves are described'

by one-, two-, or three-parameters, and the corre ponding models are

referred to as one-, two-, and three paratheter models, respectively.

With the three-parametei model, items can vary in their difficulty,

discrimination'level, and pseudo7chance level. Witti,the twb-parameter

model, the pseudo-chance level parameter is 0 for all items.\ With the

a
one-parameter model, not only does'the pseudo-chance level parameter have

a valUe of 0 for all items', bUt all items have a common level of dis-
.

-crimination.

Whed the assumptions of itemresponse theory can be met in the

data sets to which it is applied,, at least a reasOnable degree, what

is'obtained ait (1) examinee ability estimates in the pool of items from

which the items are drawn thai do not depend upon the particular sample

of items selected for the test, (2) item,descriptors or statistics (diffi-

.cultydiscrimination, pseudo-chance level) that do not depend upon the

particular sa4le of examinees from the pdpulation of examinees for whom

the earlier mentioned item pool is suitable, and (3) a statistic is pro-

vided.indicating the precision with which each examinee!s ability is es-
.

timated. Of course; the extent to Which the three advantages are gained

-r
ih an application of an item resi5onse model depends upon.the closeness

40 ~0 .

of-the "fit" between a set of data and model. If the fit is poor,'

3

v

,
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the three desirable features either will not be obtained or obtained in

a low degree (LoAl, 1980).

Item response model's are based on a'set of assumptions about the test

data. Two of these assumptions will be discussed here: Dimensionality,

and the mathematical form chosen for the item chacteristic curves.

With respect to dimensionality, it is coMmon to assume that only one

ability is necessary to "explain," or "accOunt" for examinee test per-

formance. Item response models in which a single latent ability is pre-

sumed sufficient to explain or account for examinee performance, are

referred to as unidimensional models. The assumption that a set of test

items is unidimensional is commonly made because scores on lests that

measure only one trait are relatively easy to interpret. There exist's

no well accepted method for studying the unidimensionality of a set of

test items. Factor analysis is the most common of the psychometric ap-

proaches used to address the dimensionality question (Hambleton et.al.,

1978).

An item characteristic curve (ICC) is a mathematical function that

relates examinee,probability of success on an item to the ability measured

by the set of items contained in the test. Pi(6) designates the prob-

ability of a .correct response to item i by an examinee with ability level 0.

The main difference to be found among currently popular latent trait models

is in the mathematical form of the ICCs.

Birnbaum (1968) proposed ICCs which take the form of two-parameter

logistic functions:

e
Dai(B-bi)

Pi(0) =
1+epai(e-bi)

, (i=1, 2, ..., n).



In equation [1.3.1], Pi(6) is th'e-g-robability that an examinee with ability 0

answers item i correctly, ,and bi and ai.are parameters of item i. The

parameter, bi, is referred to as item difficulty. lt is the point on the

.
ability scale such that examinees who possess that amount of ability have

50% chance of answering an item correctly. The parameter, ai, called

itemdiscrimination2 ispro-poirtional to the slope of P.(6) at the point1

0 = bi. The constant D is. a scaling factor set equal to 1.7.

A three-parameter model can be constructed from the two-parameter

model by adding a third parameter, denoted ci. The form of the three-

parameter logistic curye is

Dai(6 -bi,

00'

Pi(6) = ci + (1-ci)
Da.(6-b.) (i=1, 2'

n). [1.3.2]

1+e 1

The parameter ci is the lower asymptote of the ICC and gives the probability

of low ability examinees correctly ansW)ring the item.

The one-parameter model (Sometimes called the "Rasch model") is a

special case of'the three-parameter Idgistic model in which guessing

behavior is miniMal '(ci=0), all items are assumed to haVe equal'discrimin-

ating power, and items vary only in terms of difficulty. Therefore,

6-b.e , 1
Pi(0) = [1.3.3]

1+e i

'The scale on' which ability eseimates are located is arbitrary. The

scale is chosen so that ICCs of the form specified by the model under

investigation fit a8 closely as possible to the ayailable test data. An

assumption is made that the correct metric is the one which maximizes

predictions between unobservable characteristics (ability and item

parameters) and observable data (examinee item responses). Since both

15
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jtem difficulty indices and ability estimates are measured on a common

scale, it is usual to set the mean and standard deviation of one of the

two variables to 0 and 1, respectively. In fact, any linear transform-
,

ation of ability scale units is permissible and predictions from the model

will not be influenced sO long as the item discrimination parameters are

revised accordingly. This means, for example, that if an agency wanted

scores from an instrument on a scale with mean ability = 100 and standard

deviation = 10, then, ability scores and item difficulties must be trans-

formed using the linear equations

0
a

= 10 Oa + 100

b
*

= 10 bi + 100

and che values of a
i
must be transformed by the equation

1
a.

1 10 1

This last equation is determined so that

*
a. (* 8 b

*
a) = a. (6 - b-) .

1 a i

If this were not the case, the predictions for the model would be in-

fluenced by a change in the ability scale (Hambleton,1980).

16
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2.0 Goodness of Fit Approaches1

-2.1 Overview

Item response models offer a number of advantages for test score

interpretations and reporting of NAEP results but the advan ages will

practice when there is a close match between theohly be obtained in

model selected for use and the test data.

From a review of the relevant literature it appears that the deter-

.addressed in at least three ways:

a Determine if the test data satisfy the assumptions of the

test moael of interest.

b. Determine if the e"xpected advantages derived from the use of

the item response model (for example, invariant item and

ability estimates) are obtained.

c. Detel-Mine the closeness of the fit between predictions and'

observable outcomes (for example, test score distributions)

utilizing model parameter estimates and the test data.

-Strictly speaking, tests of model assumptions are not tests of goodness of

. fit but because of their centrol 'role in model selection and use in the

interpretation of goodness of fit tests we have included them first in

a series, of desirable goodness of fit investigations.

Promising practical approaches for addressing each category above

will be addressed in subsequent sections. First, however, the inappro-

priateness of plaLing substantial emphasis on results from Statistical

tests!.will be explained.

1Small Sections of this chapter are from,Hambleton et al (1978) and

Hambleton (1980).
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2.2 Statistical Tests of Sipificance

Statistical tests of goOdness of fit of various item response models

have been glven by many authors (Andersen, 1973; Bock, 1972; Mead, 1976;

Wright,'Mead, & Draba, 1976; Wright & Panchapakesan, 1969; Wright & Stone,

1979). The procedure advocated by Wright and Panchapakesan (1969) for

testing the,fit of the one-parameter 'model is one of the most commonly

used. It essentially-involves examining the quantity f
ij

where f
ij

repre-,

sents the frequency of examinees at the ith ability evel answering the

-jth item correctly. Then,Ithe quantity yij, where

yij = f..- E (f..)}/{Var f ij.}1/2lj lj

iS distributed normally with zero mean and unit variance. Since f
ij

has

a binomial distribution with parameter p
ij

, the probability of a correCt

response is given by 0 * * + b *
) for the one-parameter model, and r

the number of examinees in the score group. Hence, E(f
ij

) = r.p
ij

, and

Var.(f
ij

) = r.p
ij

(1-p
ij

). Thua measure of the goodness of fit, x2, of

the model can be defined as

n-1 n

X2= E 'E Y2
ij

i=1 j=1

The quantity, x2, defined above has been assumed by Wright and his

colleagues to have a x2 distribution with degrees of freedom (n-1) (n-2)

since the total number of observations in the-matrix P={f
ij

1 is n(n-1),

and the number of parameters estimated is 2(n-1). Wright and

Panchapakesan (1969) also defined a goodness-of-fit measpre for.

irvidual items aS

h-1
= .E y.

i=1



\

where x2 is assumed to be distributed as x2 with degrees of freedom, (n-2

This method for determining the goodness of fit can also be extended.to
\

the two-\and three-parameter it'em response modelsalthough it has not been

extended to date-
;

There\are.several problems associated With the chi-square tests of

flt diSCussed above.';The x2 test has dubió-us-validity when any one of

the Wi0-terms, i.= 1, 2, ..., n - ; j = 1, 2, n, have values less
J

than one. This follows from the fact that when any of the E(f
i

).terms
j.

are less than Ole, the deviates y
ij

, 2, ..., n 1; j = 1, 2, ...,

111011.

n,-are-not-,normally distributed and a x2 distribution is obtained only by-

summing the squares* of normal deviates. Another problem encountefed in

using the x2 test'is that it is sensitive to Sample size. If enough
i N

observations are taken, the null hypothesis that the model tits the data
'..._.-----

will always be rejected using 2 test. Oivgi (1981) and Wollenberg

\
(1980, 1982a, 1982b) have also dem strated that the Wright-Panchapakesan

goodness-of-fit statistic is not distributed as a X2 variable and the
,

.

associated degrees of free.46M have been assumed to be higher than they

, actually are. Clearly thee are substantial. easons for not relying on.

\
the Wright-Panchapakesan statptic because of therole Sample'size plays

\in its interpretation and beca\ise of questions Conc rning the appropriate

sampling distribution and degrees of freedom.

Alternately, Wright, Mead, and Draba (1976) and Mead (1976) have

suggested a method of test of fit for the'one-parameter model which in-
,

valves conducting an analysis of variance on the variation remaining in

th data after removing the effect of the fitted.model., This procedure
_

allow not only a determination of the general fit of the data to the

model.bu also enables the investigator to pin-point guessing as the major

1 9
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factor contributing to te Misfit. This procedure for testing goodness

of fit of the one parameter model involves computing residuals in the

-data after removing the effect of the fitted model% These residuals ate

plotted against (8
i
-b

g
).. According to the model, the plot should be

-represented by a horizontal ,line through the origin. For guessing, the

residuals follow the horizontal line until the guessing becomes important. -

When this happens the residuals are positive since persons are doing better

than expected and in that region.have a negative trend. If practice or

speed is involved, the items-which-are-affected-display-'negative-res-iduals---------

with a negative trend line over the entire range of ability. Bia's for a

--__particular group may be detected by plotting the residuals separately for
0

the two gsoups. It is generally found that the residuals have a negative

trend for the unfav&ted-group and a positive trend for the favored group.

Wben maximum likelihood esttmat-eST-af-the parameters are obtained,

likelihood ratio tests can be obtained for hypotheses of interest (Waller,_

1981). Likelihood ratio tests involVe evaluating the ratio, X, of the

irtaximum values of the likelihood function -under the hypothesis of interest

to the maximum value of the likelihood funetion under the alternate

hypothesis. Ifhthe number of observations-is large, -2 log.X is known

to have a chi-square distribution with degrees of freedom given by the

difference in the nurber of parameters estimated.under the alternate

and null hypotheses. An advantage possessed by likelihood ratio tests
.)

over the other tests discussed earlier is apparent. Employing the like-

lihood ratio Criterion, it is possible to assess the fit of a, particular

latent trait model against an alternative.

11



_Anders,-!n (1973) and Bock and Liebermann (1970) have obtained

likelihood ratio tests for asSessing the fit of the Rasa model and .

,

the two-parameter normal ogive model respectively. Andersen (1973)

obtains a conditional likelihood ratio test for the Rach model based

on the within score group estimates and the overall estimates of item

difficulties. He shows further that times the logarithm of this

ratio is distributed as x2 With degrees of freedom, (n-i) (n-2).

Based on the work of Bock and Liebermann (1970), likelihdod ratio

tests can be obtained for testing the fit of the two-parameter nOrmal
=

ogive model. It should be pointed out that these authors have-

41
obtained°both Conditional and unconditional estimates of the para-

meters. For the likelihood ratio test, it would be more appropriate

If 'the unconditional model is used since with this model ability

parameters are not estimated, and hence.the likelihood ratio criterian

can be expected to hdve the chi-square distribution. This procedure

can be extended to compare the fits of one model against another

(Andersen, 197)).

The major problem with this approach is that the test criteria

are distributed as chi-square only asymptotically. But, as was

mentioned earlier, when large samples are used to accommodate this fact,

the chi-square value may become significant owing to the large sample
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Z.3 Checking Model Assumptions

Itemresponse models'are based on strong aSsumptions which will not

.be cOmpletely met by any set of test data (Lord &.Novick, 1968). There

is evidence,that the models are robust to some departufes but the

extent of robustness of Chg models has not been firmly established

(Hambleton et al., 1978) - Given doubts of the robus_tness of the models, ,

one might be tempted to simply fit the most general model since it will

be basea on the least restrictive assuMptions. Unfortunately, ti.;6 more

general models are multi-dimensional (i.e., assume that more than one

latent variable is required to account for examinee test performance),

_and they are complex and do not-appear ready for wide-scale,use. Alter-
.

nately, it has been suggested that thb three-parameter logistic model, the

most general of the'unidimensional todels'in common use, be adopted. In

theory,' the three-parameter model should result in better fits than .

eitlier the one- or two-parameter models. But, there are three problems

with this course of action; (1) Máre coMputer-time is required to ton-

duct the analyses, (2) somewhat larger samples of examinees and items

are required-to obtain satisfactory item and ability estimates, and

(3) the additional item parameeers (item discrimination and pseudo-chance

levels) complicate the use of the model for practitioners. a course,

° in spite of the4problems, and with.tmportant testing programs such as

0

NAEP and a.highly trained staff, the three-parameter.model may still be

preferred.

-Model selection can be aided by an investigation of four principal

assumptions af several of the item response models: unidimensionality,

equal discrimination-indices, minimal guessing, and non-Speeded test

administrations. Promising approachingrfor studying these assumpttons

are summarized in Figure 2.3.1 and will be briefly considered n?.xt.

22



Figure2.3.1 Approaches for Conducting Goodne-s-§ of Fit-Investigati,ons

Checking Model Assumptions

1. pnidimensionality (Applies to:Nearly AlL Item Response Models)

Kuder-Richardson Formula 20.(Common Approach But Not Acceptablel--.
Statistic is Influenced By Test Score Variability and Test Length).

Plot of Eigenvalues (From Largest Eo Smalle'st) of the Inter-Item
Correlation Matrix 7- Look for a Dominant First f'actor, add a High
Ratio of the First to the Second,,Eigenvalue (Reckase, 1979).

Comparison of Two Piots of.Eigenvalues 1-,'the One Described Above
nd-OnEigenva=lueb for-un-InteTttem-C-O-rtet-afron-MatTOt.----
Random Data (Same Sample Size, and Number of Variables, Random Data
Normally Distributed) (Horn,-Psythometrika;.1965). .

Plot orContent-Based Versus Total-Test Based Item Parameter Estimates
(Bejar, JEM, 1980),*

Analysis of Residuals After Fitting a One Factor Model to the
Inter-Item Covariance Matrix (McDonald, BJMSP, 1980).

2.1 Equal Discrimination Indices (Applies to the One-Parameter Logistic
Model) . <'

Analysis of Variability Of Item-Terst Score-Correlations (For Example,
Point-Biserial and Biserial Correlations).

do-Identification of Percent of Item-Test.Score Correlations Failing'
Outside Some Acceptable Range (For Example, the Average Item-Test
Score Corrlaion t .15).

3. Minimal Guessing (Applies to the One--and Two-Parameter Logistic Model)

Investigation of Item-Test- Score Plots ,(Baker,,JEM,- 1964, 1965).

Consideration of the Performance of Low-Ability.Examinees (Seletted,
,with the Use of Test Results, lor Instructor Judgments) on the Most
Difficult Test Items.

Con-§ideration of Item Format and Test Tinie Limits (For Example,
..Consider the Number of Item Distractors, and Whether or Not the Test
Was Speeded).

_4. Non-speeded (Power)'Test Administration (Appfies to Nearly All Item
Response-Models). d.

Comparison of.Variance df the Number of Items Unattempted tothe
Variance of the Number of Items Answered Wrongly Oul1iksen,1950).'

'4o Investigation of the RelationOip Between Scores on a Test With the
Specified Time'Limit and With an Unlimited Time Limit (Cronbach and
Warrington, 1951).

to,
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Figure 2.3.1 (c6nEinUed--)--

Investi'gatIon of (A) Percent of Examinees CoMpleting the Test, (B)
Percent of Examinees Completing 75% of the Test, and (C) Numbe-of
Items- Compieted by 80% of the Examinees fETS Method, See Donlon, 1978).

,Checking Expected Model Features

1. Invariance,of Itet Parameter Estimates (Applies to All Models) .

Comparison of item Parameter Estimates Obtained in Two or More'
Subgroups of the P 1:oblation for Whom the Test is Intended (For
Example, Males and Females; Blacks, Whites, and Hispanicsi
InstructiOnal Groups; High and Low Perfcrmers on the Test or Other

Criterion Measure-T-Geographic Regions). Nortally Comparisons Are
Estimatesandreserite.d-inSraphical

Form (Scattergrats). Random Splits of the Pbpulation Into Sub-groups

'.The Same Size Provide a Basis for Obtaining Plots Which Can Serve

as a Baseline for Interpreting the Plots of Principal Interest.
Graphical Displays of Distributions of Standardized Differences in Item

Parameter Estimates Can Be Studied. Distributions Ought to Have a

Mean of.°Zero and a Standard Deviation of One (For Example, Wright,

1968; LOrd, 1980;. Hambleton and Swaminathan,. 1982).

2. Invariance of Ability Parameter Estimates (Applies to All Models)

Compariaon of Ability Estimates Obtained in Tw6 or More'Item Samples
From the Item Pool of Interest. ChoOse Item Samples Which Have
Special Significance Such As Relatively Hatd_Verst,s Relatively Easy
Samples, and Subsets Reflecting Different Content Categories Within

the Total Item Pool. Ag-ain,.Graphical Displays and Investigation
of the Distribution of Ability Differentes Are Revealing.

"

Checking Model Predictions of Actual (and Simulated) Test Results
.

Investigation of Residuals and Standardized Residuals of Model-.Test Data
Fits at the Item and Person Levels. 'Various Statistics are Available
to Summarize the Fit Information, Graphical Displays of Data Can Be

Revealing.

Comparison of Item Characteristic Curves Estimated in SubstantiallY

Different Ways (For Example, Lord, Psychometrika, 1970).

Plot of Test Scores and Ability Estimates (Lord, Psychometrika, 1974).

Plots of True and Estimated Item and Ability Parameters .(For Example

Swaminathan, 1981; Hambleton and Cook, 1982). These Studies Are

Carried Out With Computer Simulation Methods.

Comparison of Observed and Predicted Score Distributions. Various

.Statistics (Chi-Square, For Example) and Graphical Methods Can Be

Used to Report Results. Cross-Validation Procedures Should Be Used,

Especially Tf Sample Sizes Are Small (Hambleton and.Traub, BJMSP, 1973).

investigation of Hypotheses Concerning Practice Effects, Test Speeded-

ness, Cheating, Boredom, Item Format Effects,,Itet Order, etc.
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Unidimensionality

The assumption of a unidimensional latent space 1.6, a common one for

test constructors, since theY usually desire tb construct unidimensional

ests .So as to enhance the interpretability ofe set ortest scores
ct,

(Lumsden, 1976). What does it mean 'to say that a test is unidimensional?

Suppose a test consisting of n items is intended. for use in r subpopula-

tions of examinees (e.g, several.ethnic groups). Consider nextthe
.

conditional distributions of test scores at a particular ability level
-77--

forthe r subpopulations. These conditicinal distributions for. the r

subpopulations will be identical if'the teSt is unidiMensional If

the conditional distributions varY across the r subpopulations, it'

can only be beCaUse the test is measuring somethingnother than the ,

single ability. Hence,,the test Cannot .be unidimensional.

It is possible for a test to be unidimensional within one popula-

tion of examinees and not unidimensional in another. Consider a test

with a heavy cultural loading. This test could appear to be unidimensional

for all pOpulations with the same cultural background. However, when

administered to populationh with varied cultural backgrounds,.it-may in

fact have more than a single dimension underlying the test score.

, Examples of this situation are seen when the factor structure of a

particular set of test items varies from one cultural group to another.

Lumsden (1961) provided an excellent review of methods for con-
..

structing unidimensional tests. He concluded thnt the method of factor

analysis held the mostnpromise. Fifteen years later he reaffirmed his

conviction (Lumsden, 1976). Essentially, Lumsden recommends that a
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test constructor generate an initial 601 of testitems selected on the

basis of empirical-evidence and a prijori grounds. Such an item selection'

.procedure w1l Inc-tease the likeliho d that linidimensional set of 11

test items. within the, pool of items can be found. If,test items are not

preselected, the pool may be too heterogeneous for the unidimepsional

,set of items in the item pool to emerge.. In Lumsden's method, a factor

analysisis performed and items not measuring the doCinant factor ob,7

-tained-tn-the-factor-solution-are-remoyed The-ramaining-Items--are--

, factor analyzed, and again, "deviant" items are 4removed. The process is

/
repeated until a satisfactory solution,is obtained. Convergence MOSt

likely when the tnitial iteepool is-carefully selected-to include onlY

items that appear-to be measuring a Common tra,it. Lumsden proposed that

, the ratio of first factor variance to second facLo'r varianIcebe used

as\an "index Of unidimensionality.

AP
Factor analysis can also be used to check The reasonableness of

the assumf5tion of unidimensidnality with a ser of, test items (Hambleton
-

&.Traub, 1973). However, the approachAs. not. without problems. Fer
, 4,

example', much has been.written about the merits of using teLracho

correlation§ or phi correlations. .(McDonald & Ahlawat, 1974). The common'

belief is that using phi correlations will lead to.a factor solution

with too many factors, some of them "diffiAllty factors" found b-ecause

of the range of item difficulties among the items in the pool. McDonald

and Ahlawat (1974) concluded that "difficulty factors" are unlikely'irf

the range of item difficulties is not extreme and the items are not too

highly discriminating%

26



Tetrachoric correlations have one attractive feature. A sufficient

0

condition for the unidimensionality of a set of items is that the matrix

of tetrachoW item inrorcorrelations has only one common fzictor (Lord
T %,

!

& .Novick, 1968). On the nega,tive side, the condition is not necessary.

Tetrachoic correlations are awkward to calculate (the formula is complex

and requires some numerical integration), and,.in addition, do not

netessarily yield a correlation matrix that is positive definite,-a

probieM when factor anllysfs is attempted.

KilderRichardson Formula 20 has on occasion'been recommended and/or

used to address the dimensionality of a set of test items, But Gree*. Lissitz,

and Mulaik (1977) have noted that the value Of.KR-20 depends on test length and

group heterogeneity and therefore the statistic provides misleading information

aboutunidimensionality.

A somewhat more promising method involves considering the plots of

eigenvalues for test item intercorrelation.mdtrices and looking for the
0

.
.

0

"breaks"iu 61e plotg tddetermine the number f "signifiant" undertying

/

0
. .

factors. To assist in locating a "break" orn (196.j) stiggested that the

plot of interest be compared to a plot'of eigenvalue's obtaining from an

item intercorrelation matrix of the same size and where interitem ,

correlations are olitained by0 generating random variables from normal

distributions. The saMe number of exgminées as used.in the correlation

Matrix of interest is simulate .

Another promising.approach, in part because it is not based on,the

Analysis of ceirelation coefficientswas suggested by Bejar (1980)":

1. Split test items on an apriori. basis (i.e., content considerations).
.For example, isolate a subset of test iteMs which appear to be
tapping a different ability from the remaining test items..

2.' For items in the subset, obtain item parameter estimates twice:
once by including the test items in item calibration for the
total test and 'a second time by calibrating only the items in

A the subset.
, 27
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3.. ComPare the two sets of item parameter estimates by preparing
e -4.plot (see Figure 2.3.2).

Nal

Unless4114 item parameter estimates (apart from sampling error) -are equal,-

the Rrobability for passing items for fixed ability levels will differ.'

This is not acceptable because it implies that performanct on items

depends on which items are included in the test which contradicts the

unidimensionality assumption.

Finally, McDonald (1980a, 1980b) and Hattie (1981) have suggested

the use of non-linear-factor analysis and the analysis of residuals as

a promning approach. The approach seems promising bec'ause tes't items

are relattd to one another in a non-linear way anyway; and the analysis

of residdals, After fitting a one-factor solution seems substantially more

revealing and.insightful than Conducting significance tests on the 'amount

of variance accounted fbr.

Equal Discrimination Indices

This assumption a\made with the one-parameter model. There appear

to be only descriptive methbds availaBle for investigating departures

from.this model assumption. A rough check of its viability is accomp-

lished by comparing the similarity of item point-biserial or,biserial
. ;

correlations. The range (or the standard deviation) Of the discrimination
0

indices should,be sMall if the assumption is to lie Viable. .Wright 4nd

his colleagues have, on Occasion, looked at the residuals remaining

after fitting a one-parameter model and attempted to study variation

in item discrimination indices but they have written little on their

methods.
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Figure 2.3.2 Plot of content-based and total-test based.item
parameter estimates.

-3 -2 -1 0 1 2

Total-Test Eased Estimates
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Guessing

There appears to be no direct way to determine if examinees guess the

answers to items in a test. two methods have been considered.(1) non-linear

item-test score regression lines', and (2) the performance of low test score

examinees on the hardest test items. With respect to the first method, for

each test item, the proportion of correct answers for each test.score group

(small test score grOups can be combined to improve the accuracy of results)

are plotted. Guessing is 'Asumed to be operating when test performance for

the low perfotming'score. groups exceeds zero. For method two, the performance'

of the low-scoring examinees on the hardest test questions if of central concern.

Neither method however is without faults. The results will be misleading if the

test items are relatively easy for the low ability group, and/Or if the low

ability gro4 is only relatively low in ability in relation to other examinees

in the population of eXaminees for whom the test is intended but now low abilitY,
-

in any absolute sense (i.e., very low scorers on the test).

Speededness of the Test

Little attention is given to this seldom stated aSsumption of many item

es.onse. When it operates it introduces an additional factor, in-

flu ncing test performance. It can be identified by a factor analytic study.

lnterestinglyi with some of the new ability estimation methods (Lord, 1980),

\

the ailure of examinees to complete a test can be"handled so that the speed-

!dne s.factor does not "contaminate"'ability score estimates. The appropriate-

ness,of the assumption in relation to a set of test results can.be checked by

dete mining the number of examinees who fail to finish a test and the number of-

items they fail to complete. The ideal situation occurs when examinees have

suffi ient time to attempt each question in a test.

onlon (1978) provided an extensive review of methods for determining

the s eededness of tests. Three of the most promising are cited in

30
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Figure 2.3:1. Perhaps discussion of only one here will suffice. It involves

obtaining an estimate of the correlation-between acores obtained under

power and speed conditions and correcting the correlation for attenuation

due to -the unreliability associated with the-power and speedlscores:

p(X ,X )
p(713 T

s
)

p s

4(Xp,n) 4(X5,X;)

The speededness index proposed by Cronbach and ,Warrington (1951) fs

Speededness Index = 1 - n2(T,Tp). .

The index is obtained in practice by administered parallel-forms of the

test of interest under speed and power conditions to the same group of examinees.

2.4 Checking Model Features

When item response_models fit test'data sets, three.advantages are

obtained:
.*

1. Examinee ability estimates.are.obtained on the same ability
scale and can be compared even though examinees may have
taken different sets of test items from the pool of test
items measuring the ab'ility of.interest.

2. Item statistics are obtained which do not depend,on'the
sample of examinees used in the.calibration of test items.

3% .An indication of the precision of ability estimates at each
point on the ability scale is obtained.

,

' It-is to obtain,the advantages that item.reaponse models are of'ten chesen

,35 the mode of analysis. However,-whether, or not these features are';

obtained in any application depends on many factors -- modeldata fit,

test length, precision of.the.item parameter.estimitea, and So on.

Through soMe fairly straightforward methods, these features. Can be studied

and,their presence in a given situaticn determined.



o

.41
there shpul8 be. a. linear relationship between itet parameter estimates

.from the'two exatinee samples, even if-the samples differ in ability;
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The first one can be addressed, for example, by administering examinees two or

more samples of test items whiCh vary widely in difficulty (WrigU, 1968).

In some instances, items can be administered in a single test and two

scores.for each examinee obtained: the scores are based on the easier

- and harder .halves of the test. To determine if there is substantial

difference in test difficulty, the distributions of scores on the two

halves of the test can be compared. Pairs of ability estimates obtained.
,

from the two halves of the test for each examinee are plotted on a graph.

The.bivariate 'plot of ability estimates should-be linear because expeeted

ability scores for examinees do not depend upon the choice. of test items

when the item response model under investigation,fits the test data.

Some scatter of points about a best fitting line, however, is to be ex-
,

pected bedause Of measurement error..: When a linear relationship is not

obtained, one qr more of the underlying-assumptions of the.item response

model under investigation are being violated. by the test data set. Factors

such as test characteristicS, test, lengths, precision of item statistics,

and so on can also be studied to determine their influence.

The second feature is studied in essentially the same way as the

first. The difference is that extreme ability groups,are formed aqd item

parameter estimates in the two samples are compared. Wright (1968) and

Lord (1980) have carried out extensive studies in this area. Againi, if

the,tes,t,data are, fit by the item response _model under investigation,

o

race, or seX (Lord & Novick, 1968). The comparison, is cartied oUt for

each item parameter in the model of interest. With respect to NAEP

exercises it seems especially important to compare item parameter'estimates

.
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derived from (say) black and wiiite examinee groups. This check would be-

a.stiff one but a linear relationship must still be obtained or it must

. be said that the item response model does not'fit the test,data for one

or two of the groups.

Perhaps the most serious weakness of the approaches described above

(and these are the only ones found in the literature) is that there is no

baseline data available for interpreting the plots. How is one to know

whether the amount of scatter is appropriate, assuming Model-data fit?

Alternately, statistical tests are performed to study the differences

. between (say) b values obtained in tWo samples. But; as long as,there

is at least. a small difference id the true parameter values in the

samples, statistically significant differences will be Obtained when

sample sizes are large; Thus, statistically significant differences may

be.observed even When the practical differences are very small.

'The third feature is a harder one to address. Perhaps it is best

answered via simulation methods. According to the theory, if a test is

"long enough," the conditional distribution-af-al5iiity estimates at

, each ability level is normal (mean = ability; sd 1/1/information). It

appears that a test must include about 20 items (Samejima,. 1977).

2.5. Checking Additional Model Predictions

Several approaches for checking model predictions were introduced

in
c

Figiire :2.31, Ode of, the most promising approaches for addressing

model-aata fit idvOlveS the uSe of-residual-analyses. An- item.reSpodse

model is chosen; item and ability parameter estimaleS are-obtained; and

predictions ofj'the performance of various ability groups on the items on

the test are made, assuming the validity'of the chosen model. Com-

pasons of the predicted results with the actual results are made.

33
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By comparing the average item performance levels of various ability

groups to the performance le'Vels predictedby an estimated iteM-characteristie

curve, a measure of the fit between the estimated item Characteristic

durve and the observed data can be obtained. This process, of course,

can and is repeated for each item in a.est. In Figure 2.5.1, a plot

of the residuals (difference between the observed.data and an estimated

item characteristic curve) across ability groups for four items are reported

t 'along with likely explanationp for the results. The average item per-
.

formance of each ability group is represented by the symbol "x" in.the

-figure. If, for example, 25 of 75 examinees in the lowest ability group
I

answered ad.item correctly, an. "x" would be placed at a height of .33 above

the aVerage ability score in the ability'group where the performance was

obtained. (The width of each ability group.should be wide enough to con-

tain a reasonable number of examinees.) With items "a", "b", and "c" in

Figure 2.5.1, there is substantial evidence of a misfit between the avail-

able test data-and the estimated item characteristic curves (Hambleton,

1980). It is surprising to note, given: their apparent usefulness, that

residuals have not received more attention from item response model re-

.searchers.

Lord (1970, 1974) has advanced several appxoaches for addressing model-

data fit. In 1970, Lord compared the shape of ICC curves estimated by

different methodS. In one method he specified the curves to be three-

paramaer logistic. In%the other.method mSthematica1 f the ICCs
&.

41, .,

wasepectfied. $ineethetwo'methods;gave:very similar results. (see
.e,

,

Figure 2.5.2). he argued that it Was teasonable to impose the mathematical

form of three-parameter logistic curves on his data. Presumably Lord's

study can be replicated on other data sets as well although his second

34
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Figure 2.5.1. Analysis of residuals. Possible Explanation:

(a) failure to account for "guessing", (b) failure to account for
"item discrimination", (c) biased item,-and (d) ftem fitted by the

particular model.
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Figure 2.5.2. Five -item characteristic curves estimated by two
different methods- (reproduced from Lord, 1970).
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method required-very large examinee samples. In a second study, Lord

(1974) was:able to assess, to some extent, the suitability of ability

, lestimates by comparing them to raw scores. The relationship should be

high but not perfect.

Simulation studies'have beep found to be of considerable value in-

learning more about it,em response models,eand how they compare in different

applications (e.g, Hambleton; 1982a, 1982b; Hambleton & Cook, 198-2; Ree, 1979);

It is possible to aimulate data with known propertiea and see .how well
sc

the models recover ehe true parameters. Hambleton and-Cook (1982)'found,
P

k%

for example, when concerned with estimating ability scores for- ranking,

description, or decisi-O-ril, that the one-, two-, and three-parameter

.models provided highly comparable results except for low ability examinees%

Swaminathan (1981) conducted. a study of Bayesian estiMatorS

and used a comparison of true-and estimated dif.ficulty values to evaluate

these procedures (see Figure 2.5.3).

Several fe-searchers (for diample, Hhmbleton & Traub, 1973; Aos-s,

1966) have studied the appropriateness of different mathematical forms

of item characteristic curves by using ehem., in a comparative way, to predict:-

test score. distributions (See Figures 2.5,4 and 2.5.5). Hambleton-andTraub,
,

(1973) obtained item parameter estimates for the one- and two-parameter models krom

three aptitude tests. AssUming a.normal ability distribution.and using
,

test-charatteristic curves obtained from both 1the one- and twoparameter

logistit MOdels,'they obtained predicted score distribtitions for each

of "the three aptitude tests: A x2 goodness of fit index,was used to -

0

coWare actual test score distributions With predicted .test score dis-

tributions-from each test. Model. Judgment can then be used to determine

the suitability of any given test model and the desirability of one model
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over another. Hambleton and Traub (l473) based their predictions upon a

nOrmal ability distribution assumption however it is neither desirable

nor necesstary to:Make suchsan assumption, to'obLn predicted gcore di-

tributions.

Finally, it is reasonable-and desirable to generate testable hypotheses

e. KI
concerning model-data fit. Hypotheses. might be generated because they

seem interesting (e.g.", Are item calibrations.the same for examinees

receiving substantially different types of instruction?) or because ques-

.
tions may_have arisen conCerning the validity of the chosen item response

1

0

model and testing procedure(e.g., What effect does the context inyhich
f,

ah item is pilat-tested have on the associated item parameter estimates?)

On th is latter,point, see for example, Yen (1980). Surprisingly, there
-

is relatively little attention beyond the attention associated with

dategory 1 and 2 for testing hypotheses.

2.6 Summary

Our review_of relevant literature associated with conducting goodness

'of fit studies revealed a substantial Rumber of approaches; From our

perspectiVe; however, there appeared to be too much emphasis on Statistical
,

tests for determining goodness of fit,. As an alternative, the use of

judgment in interpreting misfit statistics and other'model-data comparisons

for more than one, model seems desirable. Perhaps the statistical approach

,

can be replaced by the use of graphical methA's, replications, cross
,. , , .

. .

. ,

validation techniques, stUdy of residuaIS; baselin e. results to'aidjn
..-. .. _

"interpletations, study of practical_consequences of miSfit, and so on.
,
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With respect to testing mpdel assumptions, Unidimensionality is

clearly the most important assumption to satisfy. Many tests of unidi-

mensionality are available but thoSe which are independent,of correlations

(Bejar) and/or incorporate the analysis of residualS (Mcbonald).seem

:

most useful. In category two, there is a definite shortage of ideas

.and 'techniques. Presently, plots of (say) item parameter estimates ob- :

tained in two groups ate compared*but without the aid of, any,"baseline

plots." Or, statistical.testS aTe used to compare the two sets of item

parameter estimates but such tests are less than.ideal for reasons offered

in section 2.2. Several new tethniques seem possible arid these will be

introduced in Ole next chapter. In the third category, a number of very

promising approaches have beep described in the literature but they have

received little or no, attention from researchers. Perhaps the problem

is due ,to a.phortage of computer programs to carry out necessary analyses

or to an over reliance on statistical tests. In any case the problem is

likely to'be overcome in the near future and we will focus,our attention

in the next chapter on several of the more promising approaches in this

category.*
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- 3.0 Analysis of NAEP Mathematfcs Exercises

3.1 Introduction

In this section of the report (1) the NAEP mathematics exercises will

be briefly described, (2) the particular mathematics exercises which were

chosen for analysis will be described, and (3) (he results froth many item

,response model=NAEP math data fit investigations introduced in section 2*

will be presented and diS-cussed.

3.2 Description of NAEP Mathematics Exercises

In fhe 1977-78 NAEP assessment of.mathematics skills of 9, 13, and

17 year olds, approximately 650 test ites (called "exercises" by' NAEP)

at each age level were used. Available.test items at a given age level

were randomly assigned to one of ten forms. Each test form was adminis-

tered to a carefully chosen sample of (approximately) 2500 examinees.,

Elaborate sampling plans were designed and carried out tor insure tha( each

form was adMinistered to a nationally representative sample of examinees.

Item statistics play only a minor part in NAEP mathematic test:

development. Test items are included in test forms if they measure what

national panels of mattiematics specialists believe should be included

in the NAEP testing program. Content considerations are dominant in fhe
1.

item selection process. In this respect test development parallels the

construction of criterion-referenced tests (Pophat, 1980; HaMbleton, 1982c).

Tables 3.2.1 and 3.2.72 provide information on the distribution of item

Content across six content categories for four test booklets (two booklets

at the 9 and 13 year old levels).. Math calculations, story Problems,
1

and geometry appear to be the\most frequently pccurring types of test

items.

42
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Table 3.2.1

Content Classification.Summary of NAEP
Math Booklet No. 1 and 2 Test Items

(9-Year-Olds 1977=78)

Booklet 1

Story Problems

Booklet 2

Story Problems

Money
General
Logic, Ptobability,
Permutation and
Combination

Total'

Geometry

Story

Definition/Operations
Figure Interpretations,
Manipulation

Total

Definition

Total

Calculation

General
Algebra .

Total

0

9

5

14

1

15

.23

10

Money
General
Logic, Probability,
Permutation and
Combination

Total

Geometry

Story
Definition/Operations
Figure:,Interpretations

Manipulation

Total

Definition

Total

Calculation

General
8 Algebra

Total

Measurement

English
Metric

Total

Measuremeht

EngliSh
Metric

Total

Graphs and Figures Graphs and Figures

Total 5 , Total



Table 3.2.2

Content ClassificationSummary of NAEP
Math Booklet No. 1 and 2 Test Items

(13 Year Olds, 1977-78)

Booklet 1

St)ry Problems

Money
Gimeral
Logic, Probability,
Vermutation and
I:ombination

5

Total 14

Geometry

Story
Iefinition/Operations
Figure Interpretation,
Manipulation

Mtal

')efinition

Total

Calculation

General
'Algebra

Total

Measurement

a Inglish
Metric

Total

Gtaphs and Figinres

t

Total

1

9

3

13

3

2

5

Bpoklet 2

Story Problems

Money
General
Logic, Probability,
Permutation and
Combination

Total

Geometry

StorY
Definition/Operations
Figure.Interpretation,
Manipulation

Total

DenitiOn

To t\al
\\

Calculation

General
Algebra

Total

Measurement

English
Metric

Total

Graphs and Figures

Total

6
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About 50% of the t at items in the 1977-,78 assessment were included

on-th e-prevloua-NAE-P-met hematics-aasessmentHdil-d-9-747--72--In7add i t ior, on

the 1977-78 assessment some test items were included in the mathematics

ft

test booklets at all three age levels. While in our research investigation

"linking" test items across age levels to a common scale was of no inter.--

esL, such a task coul4 have been accomplished with the aid of these

common test itemS (Lord, 1980; Wright & Stone, 1979). However, at a

given age level, there were no common test items. Had-we been interested

in "linking" test items at a given age level to a common scale, the task

conld'have been achieved easily because of the plausible assumption that

test forms were administered to equivalent ability groups (Lord, 1980;

Hambleton & Swaminathan, 1982).

Test items in the NAEP mathematics assessment were of two types:

multiple-choice, and open7ended. Tables 3.2.3, 3.2.4, 3.2.5, and 3.2.6

provide information on the item formats 'and content-categories of test

items in NAEP Math booklets 1 and 2 for 9 and 13 y ar 'olds. Among the

multiple-choiCe test items it was also interesting o note that the numbef

of answer choices varied: Information reported in the four tables pro-

vided the basis for several important analyses described in section 3.6.

+1,

3.3 Description of Data

Six NAEP mathematics test booklets from the 1977-78 assessment' were

selected for analysis:

9 Year Olds

Booklet No. 1, 65 test items

Booklet,No. 2, 75 test items

BoOklet No. 3, 68 test items
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Table-3.2.3 /

Format and Content Classification of NAEP
Math Booklet No. 1 Test Items

(9 Year Olds, 1977-78)

0

41-
,

10-

Item Na. Answer Format' Category

1/102A

3/103A

4/1b4A

5/104B

6/105A

7/106A

8/106B

9/106C

10/107A

1I/10BA

12/108B

13/108C

14/108D

15/10BE

16/108F

17/109A

18/110A

19/111A

20/112A

21/112B

22/113A

23/114A

":,24/11.5'A

25/115B

26/115C

27/115D

28/115E

29/115y

30/115G

MC Itema have 5 answer choices,(in uding,"Z don't know"1 ) unless otherwise noted.

Definition

MC (6 options) Definition

MC 'Story problem money

MC (6 options) GeoMetry - definition'

MC (6 options) Geometry - definition

-MC

OE

OE

MC

MC (6 options)

OE

OE

OE

OE

OE

OE

MC

OE

MC

OE

OE

MC'

MC (6 options)

OE

OE

OE

OE

OE

OE

OE

Geohetry - figure manipulation,,-
interpretation

Geometry - op'etatios

Geometry - operations

GeoMetry - Operations

Measuremept

Calculation

Calculation

Calculation

Calculation

Calculation

Calculation

,Story problem

'Story probleM

- English

- logic

general

Geometry - definition

Calculation

Calculation

MeasureTent English

Story problem 7 general

Calculation

Calculation

, Calculation

Calculation

Calculation

Calculation

CalcUlation

algebra

- algebra

algebra

- algebra

- algebra,.

'algebra

algebra
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Tible -3.2.3 (continued)

Item No. Answer Fortat Category

31/110

32/117A

33/117B

14/118A

MC (6 options)

MC

N. MC

MC'(4 options)

Graphg and Figures.

Definition

Definition

Measurement - metric

35/119A MC (6 options) Graphs and Figures

36/120A OE Calculation

37/120B OE Calculation

38/121A MC (10 optiong) 'Definition

39/122A MC -(6 options). -Story problem -general

40/123A MC Calculation

41/124A OE Story problem - general

42/125A OE .Calculation

43/125B OE Calc,ulation

44/125C QE Calculation

45/126A OE Measurement - metric

46/127A MC (4 op:tions) Calculation - algebra

47/128A MC (4 options) Measurement - metric

48/129A MC Graphs and Figures.

'49/129B MC Graphs and Figures

50/130A MC (4 options) Story problem-- logic

51/130B MC (4 ,(Dptions) Story problem - logic

52/131A MC (7 opdons) Geomet,ry - figure manipulation,
An.tetpretation

53/1.31B MC (7 options) Geometry - figure manipulation',
4 interpretation

54/131C MC (7 options) Geometry - figure manipulation,
interpre ation

55/132A . OE Graphs and Figures

56/133A OE Story problem - general

.57/134A MC (6 options) Geometry - definition

58/134B MC '(6 options) Geometry - definition

59/134C MC (6 options) Geometry - definition

60/135A OE Story problem - probability
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Table 3.2.3 (continued)

Item No. Answer Format Category

61/136A

62/137A

,63/138A

64/139A

65/140A

.0E

0E

OE

MC

MC

Measurlement -.English

Definition

Calculation

Geometry - figure manipulation,
(

interpretation

Definition



Table 3.2.4

Format and Content Classification of NAEP
Math Booklet No. 2 Test Items

(9 Year Olds, 1977-78)

Item No.. Answer Format]. . Category

1/202A MC Definition

2/2Q2B MC Definition

3/203A OE Calculation

4/203B OE Calculation

5/203C OE Calculation

6/203D OE Calculation

7/203E OE Calculation

8/203F OE Calculation

9/204A OE Calculation

10/204B ,OE Calculation

11/204C OE Calculqtion

12/204D OE Calculation

13/205A MC (6 options) Geometry - operations

14/206A MC (6 options) Story problem - money

15/207A MC Graphs and Figures

16/207B MC Graphs and Figures

17/208A -OE Calculation

18/208B OE tiCalculation

19/208C OE Calculation

20/209A MC Story problem - combinations

21/210A MC (8 options) Graphs and Figures

22t210B MC (6 options) Graphs and Figures

23/210C MC (9 options) Graphs and Figures

24/211A MC (4 options) Definition

25/211B MC (4 options) Definition

26/211C MC (4 options) Definition

27/211D MC (4 options) Definition

28/211E MC (4 options) Definition

29/212A MC (4 options) Measurement metric

30/212B MC Measurement - metric

IMC Items haVe 5 answer choices (including "I don't know") unless otherwise noted.
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Table 3.2.4 (continued)

Apswer Format Categoxy

31/213A

32/214A

OE

OE

Calculation algebra

Story' problem.- logic

33t215A OE Definition

34/215B OE Definition

35/215C OE Definition

36/216A MC (6 options) Geometry definition

37/216B MC (6 options) Geothetry defipition

38/216C MC (6 options) Geometry"- definition

W./217A MC Story problem money

40/218A OE Calculation

41/218B OE Calculation

42/218C OE Calculation

43/218D OE Calculation

44/218E OE Calculation

45/218F OE Calculation

46/2.19A MC Geometry - operations

47/220A OE Calculation

48/220B OE Calculation

49/220C. OE Calculation

50/221A MC Geomefy - definition

51/222A MC _Measurement - metric

52/223A MC s Definition

53/224A MC Definition

54/224B MC Definition

55/225A MC Story problem - logic

56/225B MC Story problem - logic

57/225C MC Story problem - logic

58/226A MC Story problem general

59/226B MC Story problem - general:

60/227A MC Calculation
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Table 3.2.4 (continued)

Item No. .-Answer Format ' Category

61/228A

62/2288

63/229A

4/2298

.65/229C.

66/.210A

67/231A

68/.232A

69/233A,

70/234A

71/235A

MC GeoMetry - definition

MC. Geometry - definition

MC DefinitiOn

11; Definition

MC Definition

OE Chulation

OE Story problem money

OE Geometry.- operations

MC 11 StoryProblem - logic

OE Story,problem probability -

OE Geometry - figure manipulation,
interpretatiOn

72I236A OE. Calculation

73/237A. OE Measurement - English

\
4/238A OE

, Graphs and Figures

-7239A MC Measurement - metric



) Table 3.2.5

Foigat and Content Classification oftNAEP Math Booklet
.No. 1 Test,Itets

(13 Year Olds, 197748)

.Item No, Answei Format 1 Category

1/02A

2/103A

3/103B

4/104A

-5/105A

61106A.

7/106B

,81106C

.9/107A

10/108A

11/109A

12/109B

1 /109C

1411.0911.,

151109E

16/109F

17/110A

18/111A

19/111B'

20/112A

21/112B

22/113A

21/114A

24/114B

25/115A

26/116A

27/116B

28/117A

29/118A

30/119A

OE

MC

MC

OE

.MC

-MC

.MC

MC

MC

MC

-OE

OE

OE

OE

OE

OE

MC (4 options)

OE

OE

OE

OE

MC (10 options)

MC

MC
-

OE

MCA

MC

OE'

OE

Story problem - money

Definitions

Definitions

Measurement - English

Calculation

Geometry - definition,Operations

Geometry-- definition,operatfons-
\.

Geometry definition,operations

Story problem - logic

,MeaSurement

Calculation

'Calculatidn

Caluclation

Calculation

Calculation

Calculation

Measurement

- metric

subtraction
k

- sUbtraction

,subtiactiont

- subtraction

- subtfacCion

= subtraCtidt

- metric

Story problem - general

Calculation '

,CalculatiOn

Calculation

Definition

Definition

Definition

Story problem - money

Geometr)t - definitions, operations

.Geometry - 'definitions, operations

Geometry - definitions

Measurement - English

MC (7 options) Story proklems_- general

-

1
MC items have 5 an...swer,choices (incldding "I don't know"/ ) unless otherwiSe nOted. .
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Table 3.2.5 (continued)

Item NO. Answer Format Category

31/120A

32/120B

31/121A

34/122A

35/122B-

36/123A

37/124A

38/125A

39/126A

40/127A

41/128A

42/.129A

43/130A

44/111A

45%131B

46/112A

.47/131A

48/134A

49/135A

50/134

514137A

52/137B

534138A

54/139A

55/140A

56/141A

57/142A

58/143A

MC Geometry - figure manipulation,
interpfetai.tOn

MC . Story problem 7 general

MC (6 options): Story problem - general

MC Geometry - definitions

MC Geometry - definitions

MO Story problem - money

'MC (6. Options) Geometry storyLproblem

MC Definitions

MC Definitions

MC Story problem - coMbinations

MC Definitions

MC *(6 options) Geometry definitions,operaiions

MC Geometry - figure manipulatidn

OE Calculation 0

' OE, C4culation

MC Story problem general

MC, Galometry story problem .

MC (6 options) Definitions

OE Calculations - algebra

MC Story problem - general

MC (6 options) ,Story ,problem probability

MC (6 Options) . StorY problem 1.1"probabi1ity

, MC (.6 options) GeOmetry - figure manipulation

.0E Calculatibn.

OE 'Graphs and figures

MC 'Story problem - logic

OE Measurement --English

OE, Calculation
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Table 3.2.6
0

Format ad Content ClassifiCation of NAEP
Math BoOklet No. 2 Test fiems

\13'Year Olds, 1977-78)

Item N. *Answer Formatl Category

1/202k

.2/203A

/204A

4/205A

5/206A

6/207A

7/208A

8/209A

9/210A

10/210B

11/210C

12/210D

(13/211A

7 14/212A

'.! 15/213A.

17/214B'

18/214C

19/214D

20/214E

21/214F

22/215A

23/216A

24/216B

25/216C

26/217A

27/217B

28/2.18A

29/219A

'30/22.0A

0

MC

.1*IC

10E

OE

OE

OE

OE

OE

OE

MC (6

MC

MC (6 options4

OE

OE

OE

OE

OE

OE

MC.(6

OE

OE

OE

Calculation - algebTa

Calcilation

Calculation

options)

MC,

OE

MC

OE

Story problem logic
I

befinitionSN

Griaphs and Figures,

Measurement - English

Stiory problem - general

Calculation

Calculation

Calculation

Calculation

Geometry -.definitions

.Calculation - algebra 5,

Geometry story ptoblem

Calculation

Calculation

Caicula'tion

Calculation

Calculation

Calculation

options) Geometry - definitidns

Calculation

Calculation.

Calcalation

Geometry - definition

Geometry - definition

Story problem - general

Story 'problem money

Story problem probability

'I I'
MC iteMs have answer choices (including "I don't khow") unless otherwige noted.
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Table 3.2.6 (continued)

Item No. Answer Format Category

31/221A

32/222A

33/222B

34/223A

35/224A

36/225A

37/225B

38/225C

39/226A

40/227A

41/228A

42/228B

43/229A

44/230A

45/231A

46/232A

47/232B

4$(233A

49A233B

50/233C

51/234A

52/234B

53/235A

54/236A

_551237A---

56/238A

57/239A

58/240A

59/240B

60/240C

61/241A

- 62/241B
,

0.

'MC

MC (4 options)

MC (4 options)

MC (6 options)

OE

MC (6 options)

MC (7 options)

MC (6"options)

OE

MC

OE

OE

MC.(4 options)

' Definition

\Kefinition

Definition

StOty problem 7 general
\

'Sto7 problem - money \

Graphs and figures

Graphs, and figures

Graphs and figures

Calculation - algebra

Story prOblem - general

Calculation - algebra

Calculation - algebra

Story pioblem - general
-

MC Geometry - figure manipulation,
interpretation

MC (6 options) Story problem - ermu tion
and com nation

MC Story'problem - genetal

MC Story,problem - general

OE Definition

.0E Definitlon

OE Definition

:MC (6 Options) Geometry - definition

MC (6 options) eometry 7 definitions

OE Story problem - general

MC jeometr - figure manipulation,
interpretation

MC

OE

MC

MC

MC

MC

OE

0,/

(6 opte eometry definitions, operations

Story problem - general

(6 options) Story problem - probability

(6 options) Graphs and figures

(6 Options) Graphs and figures

(6, options) Graphs and figures

Calculation - algebra

Calculation - algebra
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13 Year Olds

Booklet No. 1, 58 test items

Booklet No. 2, 62 test items

Booklet No. 3, 73 test items

* .

In some of the computer printouts which follow the six Uooklets above are

designated 109, 209, 309, 113, 213, 313, respectively. There was no

."
particular p.lttern to our choice of data sets-for the various analySes.

For some analyses all six data sets were used, for others, only one or

two were used.

Tables.3.3.11 d 3.3.,2 contain the one- and three-parAmeter logistic

-T---model-parameter eptimates for items in the six NAEP math booklets men=,-

tioned above. Between 2400 11.d 2500 examinees were used in item parameter

estimation which was carried out with the aid of LOGIST (Wingersky, 1982;

Wingersky, Barton, & Lord, 19821):

'Theno.t recent references to LOGIST are given but the 1976 version
of the comuter program was used in our analyses.

5
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Table 3.3.1

NAEP Math Item Response Model Parameter Estimates
(9 Year Olds, 107-78)

Test
Item 1-p

11

Booklet No. 1

3-p

ab
, -

c

Booklet No. 2

1-p 3-p

1^3 1;

.

a

.

.

c

1-p

1^3

BoOklet No. 3

3-p

b
.

a
.

c
. -

.1 -.22 .20 1.15 .19 -1:39 -2.86 .24 .09 .44 2.67 .08 .01

2 .17
0

.30 1.20 .09 -1.40 -2.82 .25 .09 -.31 -1.76 .09 .01

3 -.22 .15 1.20 .17 -2.63 -2.36 .77 .09 .15 .24 .27 .01

4. -2.55 -4.01 .37 .06 -2.13 -1.64 .99 .09 -.14 -.54 .15 .01

5 -2.33 -3.39 .40 .06 -2.21 -1.86 .85 .09 -1.58 -4.96 .17 .01

0

6 -.93 -1.77 .27 .06 , -1.40 -1.07 .92 .09 -1.23 -1.24 .64 .01

71

8(

2.18
.82

1.,91

.86

1.56
.70

071

.03

-1.49 1.05
-1.68 -1.26 1.00
1.99 .09

.09

3.62

-1.49
3.22

-2.31
.76

.37

.01

.01

.21 .38 .51 .05 -.42 -.10 1.58 .12 .93, 48.36 .01 .01

10 .53 .58 1.13 .08 -.48 -.20 1.42 .09 -1.63 -1.97 .50 .01

11 -2.32 -,1.62 1.42 .06 .01 .09 1.48 .05 .04 .69 1.22 .27

12 -1.81 -1.30 1.26 .06 -.01 .08 1.26 .05 -1.94 -5.11 .21 .01

13 -2.17 -1.48 1.55 .06 2.63 2.18 1.07 .02 .83 .70 .82 .01

14 -1.13 -.79 1.24 .06 .60 .71 .95 .09 1.65 1.52 .71 .01

15 -1.62 -1.09 1.49 .06 -1.13 -1.00 .66 .09 1.15 .81 1.i4 .00

16 -1.20 -.81 1.39 .06 -.32 .06 1.03 .17 , 6.31 4.83 .88 .00

17 .19 .51 .32 .06 -1.13 -.93 .82 .09 .31 .29 .89 .02

18 -1:64, -1.63 .65 .06 -1.14 -.88 .83 .09 -.02 -.05 .53 .01

19 -1.90 -2.23 .52 .06 -.26 -.07 .99 .09 -1.50 -1.28 .88 .01

20 -.60 -.47 .79 .06 1.99 1.64 1.07 .03 -2.00, -1.69 .89 .01

,

21 .48 .37 1.19 .01 -.60 -.33 1.06 .09 -2.73 -4.04 AO .01

22 1.55 1.25 1.46 .06 -.32 -.10 1.19 .09 -1.58 -1.5._ -.66 -----.01

23 -.14 .32. 1.39 .21 .52 .49 1.25 -15 -=1-.-64- -1.64 .67 .01

24 -1.69 -1.22 1.20 .06 -3.50_____---2-.-81----.96 .09 -1.27 -1.62. .47 .01

25 .49 .43 1,04- -.03- -3.48 -3.12 .81 .09 -.28 ,-.21 1.02 , .01

-26 .06 .10 1.35 .03 -3 62 -2.9,3 1.00 .09 -1.91 -1.51 1.05 . .01

27 -.82 -.56 1.06 .06 -3.03 -3.07 -..65 .09 -1.75 -1.34 1.11 .01

28 .68 .66 , .86 .02 -2.6 -2.71 .64 .09 -1.17 -.85 1.18 .01

29 -1.35 -1.07 .93 .06 1.58 2.45 1.10 .16 -.81 -.62 1.05 ..01

30 -.83 -.53 1.33 .06 1.55 2.38 .56 .09 -1.41 -1.06 1.14 .01
.
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, Table 3.3.1 (continued)
,

NAEP Math Item ResPonse Model Parameter Estimates
(9 Year Olds, 1977-18)

Test
Item 1-p

il

.,,

Booklet N

I;

. 1

3-n p

a

,

-

c

1-p

b

Booklet No. 2

3-p

b
-

a
-

c

1-p
-
b

Booklet No. 3

3-p

b a
-

c

31 -.89 -.66 98 .06 1.20 1.06 .80 .00 -1.00 -.75 1.10 .01

32 3.59 2.51 2.00 .02 1.10 .88 .94 -.00 4.23 3.57 .85 .01

33 1.61 8.93 42 .06 .03 .18 1.15 .09 .91 ' 1.41 .77 .15"

34 -.64 -.63 .56 .06 -.10 .08 1.13 .09 -2.06 -1.97 .73 .01

35 -1.51 -1.41 71 .06 .13 .27 1.10 .09 -.26 -.97 .15 .01

,

36 -.68 -.51 .89 .06 .50 1.38 .87

..2

,

-1.11 -.94 .87 -01
37 2.47 1.88 1.00 .00 -1.87 -1.74 .69 .0 1.68 .1.45 -.79 .01

38 -2.99 -3.93 .47 .06 1.60 1.68 .91 .0 -1.47 -1.71 .54 .01

39 1.53 2.52 .67 .13 1.21 1.86 1.79
.

.21 -3.45 -4.02 :58 .01

40 1.77 2.40 1.00 .13 -.61 -.35 1.09 .09 -4.21 -5.24 .60 .01

41 1.55 1.07 1.33 .00 .46 1.17 5.57 3.66 1.11 .00

42 1.77 1.58 .77 .00 -1.07
.35

-.65 1.35
.01

.09 5.48 3.76 1.04 .00

43 °4.02 2.53 1.40 .00 -.25 -.15 1.40 .01 5.66 3.49 1.23 _....-_00---

44 4.90 2.80 1.62 .00 -1.20 -.74 1.42 .09 3-7-18 1.10 .00
45 1.03 2.56 .27 .06 .18 .15 1.21- .01 \

_.,______5_11-_-

5.87 3.32 2.00 .01

46 .69 1.18 :16 1.58 1.77 1.15 .11 2.08 1.88 .73
i

:01

47 -.18
.96

-.15 .37 .06 -2.37 -3.15 .44 .09 1.51 1.22 1.09 .04

, 48 -1.74 -1.51 .82 .06 -1.23 -.93 .88 .09 -2.62 -2.48 f'7,6' .01

49 1.02 1.14 1.38 .13 .00 .16 .85 .09 -2.58 -2.15 .98 .01

50 -.72 '-1.48' .24 .06 ,.39 .58 .75 .09 -2.41 -1.95 1.05 .01

51 1.23 .06 -1.49 -3.33 .23 .09 -2.05 -1.75 .90 .01

52 71 3.82
3.32

.21

.14 .06 -1.04 -.63 1.27 .09 -2.21 -1.96 .85 .01

53 2.49 2.49 1.51 .07 -.01- .39 1.44 .20 -2.22 -1.91 .90 .01-

54 2.55 2.39 1.17 , .06 .28 .73 .76 .15 -.16 -.27 .39 -01
55 5.06 3.11 1.44 .00 1.20 2.30 .60 .15 1.98 3.37 .69 .12

56 2.14 1.60 1.05 .00 -.17 .02 .45 .09 -1.43 -1.27 .82 .01

57 .12 .48 .82 .15 .60 1.21 .65 .16 -.86 -.84 .69 .01

58 1.32 1.33 1.08 .09 -.74 . -.56 .73 .09 -.10 -.25 .28 .01

59 1.06 1.20 1.62 .15 .01 .29 .94 .13 1.36 2.02 1.01 .17

60 1.51 1.55 .63 .01 \

\

1.33 1.34 .92 .06 -.96 -1.05 .59 .01
,

5 9
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Table 3.3:1 (continued)

MEP Math Item Response Model Parameter Estimates
(9 Year Olds, 1977-78) .

rest
Item .,.-p

b

Booklet No. 1

3-1)
.

fp a
.

c

1-p

b

Booklet No. 2

3-p

17) a
.

c

1-p

fl,

Booklet No. 3

3-p
.

' f) . a
.

61 .2.41 1.88 1.13 .02 -2.18 -4.00 .09 .09 .73 .78 1.08 .09
62 -1.95 -1.94 .66 .06 .30. .83 .35 .09 -.07 .18 1.4-12-
63 .09 .17 .94 .06 1.49 2.43 1.26 .18 .43 .01
64 .70 .99 .71 .10 2.01 2.49 1.79 .12 --1-.11-- 1.27 .94 .06
65 1.12 3.31 .22 .06

P
.

-

1.21 4.72 .19 .09 -1.41 -1.39 .68 .01

66 2.12 2.14 '.75 .03 -.51 .-1.03 .28 .01
67 1.14 1.45 .68 .09 .70 ,.56 .91 .01
68 4.82 .3.15 1.23 .00 -.66 -.84 .49 .01
69 .06 .35 .46 .09

.70 . . 2.61 A.84 .38 .03
ta

.,

71 2.88 3.16 .65 .024

72 3.28 2.38 1.14 .00
73 .74 1.15 .57 .09
74 .49 .64 .80 .09
75 .73 1.51 .39 .09

6 ')

.>
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Table 3.3.2
NAEP Math Item Response Model Parametet Estimates

(13 Year Olds, 1977-78)

.
-...._

---Test
Item

-

S

Booklet No. 1
.

3-p
..,

S a
...

1-p

S

2ook1et No. 2

3-13

b a

.

...

c

1-p
..
b

Booklet No.

S

3

3-p
,,

a

.

..,

c

-1.92 -1.43 1.00 .11 -.32 -.26 .71 .04 -1.51 -.86 1.52 .11
2 -3.71 ---2.40' -.!77 .11 .10 .28 1.10 .10 -1.68 -1.00 1.48 41
3 -2.19 -2.87 .77 .11 -.67 -.77 .54 , .04 -1.13 -1.27 .43 .11
4 -.09 .03 1.72 .04 -.86 -1.07 .49 .04 -.39 -.14 , .87 .11
5 -.67 -.34 1.15 .11 -.30 -.02 1.13 .13 .39 .39 1.21 .06

6 .66 1.05 1.12 .17 1.56 1.58 .72 .00 -2.63 -3.12 .48 .11
7 .45 .94 1.19 .21 -.03 .05 .78 .04 -%79 -.47 .90 .11
8 -.94 -1.78 .24 .11 -3.13 -3.51 .63 .04 -2.06 -1.58 .89 .11
9 .95 1.39 .67 .11 -1.78 -1.25 1.66 .04 1.51 2.21 1.00 .16
10 -1.60

.

-1.12 1.06 .11 -1.72 -1.21 1.65 .04' 1.29 2.59 1.21 .22
,

11 -3.22 -2.27 1.31 .11 -1.61 -1.15 1.58 .04 -2.07 -1.73 .77 .11 1

12 -2.88 -2.09 1.20 .11 -1.40 -1.01 1.45 .04 .84 .60 1.10 .00 '

13 -2.72 -1.94 1.23 .11 -2.51 -2.35 .83 .04 .15 .16 1.15 .03
14 -2.65 -2.00 1.05 .11 .33 .52 .54 .04 -2.29 -4.06 .29 .11
15 -2.28 -1.83 .91 .11 .91 .90 .99 .04 -.04 .45 1.16 .21

16 -2.20 -1.96 .75 41 -2.16 -2.06 .79 .04 .19 .61 1.15 .20
17 -1.08 -1.16 .48 .11 -1.78 -1.61 .86 .04 .31 .70 1.32 .20
18 2.02 1.86 .78 .01 -1.89 -1.71 .87 .04 1.06 2.19 2.00 .26
19 -.54 -.25 1.23 .11 -3.03 -3.75 .55 .04 -1.08 -.66 1.12 .11
20 -.42 -.20 1.92 .04 -3.03 -2.84 .84 .04 .69 .86 1.24 .14

21 -.25 -.12 1.71 .02 -2.89 -3.25 .62 .04 -.36 -.10 .98 .11
22 -2.84 -3.41 .50 .11 2.70 3.53 2.00 .06 -2.84 -2.61 .71 .11
23 .64 1:27 1.51 .25 .53 .44 1.18 .01 -3.00 -2.48 .86 .11
24 .81 1.13 1.12 .16 .22 .23 1.18 .03 -2.94 -2.40 .88 .11
25 -.07 .14 .94 .11 -.48 -.40 .78 .04 -1.30 -2.68 .92 .11

26 -1.10 , -1.39 .39 .1I -2.02 -6.17 .19 .04 -3,37 -2.67 .97 .11
27 2.34 3.04 .96 .02 -.19 -.23 .32 .04 -3.12 -2.43 .99 .11
28 1,43 2.75 .42 .15 1.19 1.24 1.39 .10 .14 .47 .84 .14
29 1.65 1.46 .87 .02 -2.39 -2.57 .66 .04 1.62 2.02 .82 .11
30 .21

_._

.48 1.18 .15 1.67 1.71 .71 .00 .32 1.16 .30 .11

63 64_
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table 3.3.2 (continued),
.

NAEP Math Item Respere Model Parameter Estimates
(13 Yean\Olds; 1977-78)

.Test
Item

,,

.

1-p
,,

b

Aooklet No. 1

37p
-'

b a

.

-

c

\

.

1-p

b

\Booklet No. 2
\

,

\ 3-p
,

-

, b a

g

-

c

1-p

b

Booklet No. 3\

3-P,
. ,

1; a \

-

c

31 -1.18 ' -:88 .84 .11 .87 ., \,78 1.10 .03 r.90 2.80 2..00 .16
-- 32 -.34 .16 1.46 : .21 -.75 -7143 .42 ..04 -1.28 -1.03 .71 .11

33 .36 ..66 .68 ...11 -2.93 -2.43' 1.06 ,04 .4U .66 1.02 .14
34 -3.25 -4.13 .47 .11 -1.90 -1.81 .78 .04 1.49 11.26 :.10 .11
35

,

'.

-.75' -.73 .46
\

.11 1.29 1.30\ .72

, \-

.00 -.02 ,20 .97 .11
,

36
.

' 1.44 3.75 2.00 .21 -.39 -.31 \ .79 .04 1.16 87.54
.

.01 .11
37 .63 :97 .69 ° .11 -.75 -.44 \1:30 .10 -.28 -.01- .71 .11

`
' 38 -1.41 -.88 1.37 .11 .68 .76 I\.07 .07 -.16 .32- .13. .11:

' 39 -.93 71.24 .35' ..11 , ,01 .08 \84'\ .04 2.13. 2.45 .79 .07
40 -.71 -.41 1.05 .11 .20 .40 1.07 .10 -.84 -.46 1.11 .11

.

41 1.12 1.00 1.11 .05 .-2.01 -1.81 .88 .04 .12 .52 .45 :11
42 _ -.89 -.62 .79 .11 -1.33 -1.13 .96 \ .04 1.68 3.62 2.00 .19,

43- -1.39 -1.16 .73. .11 -1.32J -1.39 .65 .04 2.25. 1.54 1.19 :oo\
44 -.82 -.65 .69 .11 --1.04 -1.86 .32 .04 -.86 -1.52 .23 .11
45 .23 .42 .85 .11 -'-.'70 -.78 .56 ,.04 .88 1.02 1.17 .13

:,
46' .74 .74 1.28 .08 -1.51 -1.37 .85 ..04 3.63 3.15 1.18 .03
47 2.24 3.06 1.54 ,11 -1.45 -1-.17 ..' 1.07 .04 .09 .48 1.00 .18
48 1.92' 1.86 .89 .04 1.07 .94 1A2 .1:6 .70 1.04 1.95. .20.

49 .04 .24 .97 .11 1.63 1.27 1.20 .06\ .77 .96 1.79 .17
50

.
-1.82' 71.57 .76 AA, -.57 -.42 1.02 .04 \

.

.53
_ -

.

_
51 1.67 2.24 1.03 .13 .78 4.44 .12- .04 , 2.43 1.95 ,.90 ,01
52 -.46 -.71 :20 .11 1.62 2.65 .58 .08 \ .48 .78 .98 .15

53 -1.68 -2.04 .45 .11 .48 .39 1.18 ..00 \., .06
.

.14 .03 .05

54 -1.10 -.86 .78 .11 -1.87 -2'.21 ' .57 .04 .50 .36 1.10 AO,
55 1.24 .95 1.13 .01 .12 .22 .66 .04 \ -.13 .03 1.09 .07

56 -1.05 -.85 .71 .11
.

.02 .07 1.44 . .03
\
2.41 2.58 .79 .05

57 .90 .66 1.24 .00 1.95 2.57 2-.00 ,12 1.64 1.96 1.15 .13
58 -1.19 -.93 .79 .11 1.64 1.43 1.29 .04

.

-2.61 -1.84 1.13 .11

59 1.51 1.46 1.63 .09 -1. -1.30 .81 .11

60 -1.16- -1.28 .60 .04 -1.1 -1.01 .55 :11

65 ---- 66
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Table 3.3.2 (continued). -

MAEP Math Item Response Model Parameter Estimates
(11 Year Olds:1977-78)

Test
Item

, Booklet No. 1

1-p ! 3_ p
,

. a c

1-p

1:1

Booklet No. 2

3-P -

a c

1-p

i;

Booklet No.
-

1-; .. L

61 -.62 .-.62. .64 .04 ' :a0 , .56 1.33 .01
62 .95 .78 ' 1.07 .00 .36 .64 .67 .11
63 -90 .61 1.40 .01
64 , -.59 , -.42 .54 ,.11

'. 65 - 2.45 1.80 1.13 .02

66 '-.61 -.38 j. :67 .11
67

, 2.07 1.64 .92 . .01
68

.
..,

' .25 .22 1.01 .02
. 69 ,07 .'1 1.12 .11

70 , , 3.21 2.31 1.01 AO

71 .

% .".

.17 .15 1.14 .02
72 ' .22 .17 1.05 .00
73 ,

, -.97 -.82 .60 .11

68
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3.4 Checking Model Assumptions

Checking on two model assumptions, unidimensionality and equal'item

discrimination indices, with respect to the NAEP math booklet; was carried

out. The results will be presented next'. It was not necessary to check

Che level of test speededness because test items were administered cyhe at

a time to examinees and they were given sufficient time on each one to

provide answexs.

Unidimensionality:

Checks on the udidimensionality of the math booklets-were carried out

with NAEP Math Booklet No. 1 for 13 year olds. A study of the eigenvalueS

was carried out with Black and White samples of 330 examinees. The samples

were drawn at random from Ihe availab\le pool of examineeS taking the math

.booklen -The largest eigenvalues for each .sample axe preSented in order

in Table 3.4.1. Comparable results from the Black and White samples'

were obtained: About 1'5% of the total variance was accounted for by the

first factdr or component and, the ratio of the.first to the second eigen

value was (approximately) 2.8 12.7'in the Black sample and 2.9 in the '

White sample)1. These statistics do not meet Reckase's (1979).minimal

criteria for unidimensionality. However, since his criteria are'arbitrary

. and other goodness of fit evidence would be available, the decision made
Ir

was to move on to other.types of analyses.

Equal Item Discrimination Indices

, Table 3.4.2 provides item difficulty and discrimination (biserial

cortefations) information,for NAEP Math Booklet No. 1 for 13 Year Olds.

The-information is Xeported for six groups: Two Black and White samples

1SOmewhat better result's were obta.:!ned from an analysis of the total
sample (N=2422). About 17.6% of the vatlance was accounted forTby the first_
-factor and the ratio of the first.to Che second-éigenvalue was '3.6.

cJIf
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Table 3.4.1

'Listing of the Largest Eigenvalnes
for NAEP Ma0.1 Booklet No. 1

(13 year olds, 1977-78)

Eigenva

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16,
17

18
19,

20

'Black Sample
(N=330)

White Sample
(N=30)

8.4 8.8
3.1 3.0

1.9 2.1
1.8 1 8

1.7 1.7

1.5 1.6
1.5 1.5
1.5 1.5
1.4 1.4
1.3 1.3

1.3 1.3

1.3 1.3
1.2 1.2

1.2 1.2 .

1.2 1.1

1,1 1,1

1.1 1.1
1.1 1.1

1.0 1.0
1.0 1,0

14.4% 15.2%



Table 3.4.2

, Summary of Item Statistics:for NAEP Math Booklet No, 1
(13 Year Olds, 1977-.78)

Item
Item Difficulty Level

r

Item Discrimination Index

Black 1 Black 2,

Groupl

Black White 1 White 2 White Black 1 Black 2

:Group

Black White 1 White 2 White

1 .68 .68 .68 .88 .90 .89 .E.0 .63 .61 .79 ,81 .80
a.

2 .82 .84 .83 .93 .95 .94 .55 .41 .48 .38 .59 .46'

3 .88 .87 '.88 .96.. .96 .96 .57 .53 .55 .25 _68 .48

4 .12 .13 .12 .61 .65 .63 .66' .88 .77 .72 .70 .71

5 .39 .42 .40 ..75 .66 .71 .70 .65 .67 .68 -:66. .67 '

6 .34 .22 .28 .41 .41 .41 .22 .26 .24 .59 .45 .52

7 .32 .27 ,.30 .44 .49 .47 .29 .28 .29 .61 .43 .51

8 .63 .66 .65 .71 .74 .72 .26 .16 .21 .04 .41 .22

9 .19 .15 .17 .36 .30 .33 .22 .29 .25 .44 .53 .48

10. .54 .50 .52 .89, .84 .86 .66 '.58 .62 .53 .74 .65

..11 .85 .87 .86 .98 .98 .98 .78 .56 .68 .75 .68 .72

12 .84 .83 .84 .98 .95 .96 .8p :69 .74 .52 .72 .65

13 .81 .78 .81 .95 .97 .96 .72 .60 .65 .66 .88 .75

14 .82 .78 .80 .96 .96 .96 .70 .51 :60 .65 .86 .75

15 .78 .74 .76 .96- .93 .95 .51 .59 .55 .61 .71 .67'

16 .79 .77 .78 .90 .93 .91 :65 .59 .62 .53 .56 .53

17 .50 .53 .51 .73 .78 .76. .32 .49 .40 .41 , .32 .3,7

18 .06 .04 .05 .22 .16 .19 .76 .57 .68 .56 .36 .47

19 .33 .28 .31 $ .75 .70 .72 .77 .76 .77 .72 .69 .70

-20 .24 .25 .25 .67 .72 .69 .89 .83 .86 .82 .72 .77

21 '.2, .25 .25 .62 :67 .65 .81' .92 .86 .75 .69 .72

22 .82 .86 :84 = .62 .96 .94 .52 .26 .40 .38 .84 .52

23 .36 .28 .32 .39 .39 .40' .29 .12 .21 .40 .40 .40

24 .22 .23 .23 .38 .33 .35 , .29 ,40 .35 .45 .48 .47

25 .31 .30 .30 .58 .61
,

,59 .70. _61 .66 .58 .70 .64.

1

Sample Sizes are as follows: Black 1 7 Black 2 = White 1 = White 2 = 165; Black = Whlte = 330.

72
71



' Table 3,4.2 (continued)

Item
Item Difficulty Level Item Diecrimination Index

Black 1 BlaCk
, Group

2 Black White 1 White 2 White Black 1 Black 2
Group

Black White 1 White 2 White

26 .61 .61 .61 .75 .73 .74 .18 .19 .18 .38 .42 .40

27 .02 .01 .02 .12 .10 .11 .13 .59 .23 .74 .40 .58

28 .21 , .16 .19 .24 .18 .21 .17 .27 .22 .18 .22 .20

29 .06 .05 .25 .19 .22 .45 .38 :41, .54 .56 .55

30 .19 .24 .22 .52 .5S .52 .39 .60 .50 .59 .49 .54

31 .55 .56 .55 .78 .81 .79 .55 '.59 .57 .65 -.66 ..66

32 .28 .32. .30 .65 .62 .64 .42 .41 .41 .63 .49 .56

33 .24 .32 .28 .48 .47 .48 .51 .34 .41 .60 .56 .58

34 .85 .92 .88 .96 .97 .97 .31 .41 .35 .05 . .57 .28

35 .51._ .53 .52 .74 .68 .71 .22 .28 .25 .50 .43 .47

36 .29 .24 .27 .23 .15 ' .19 .14 .07 .11 .00 -.07 -.02
37 .15 .14 .14 .39 .62 .40 .28 .43 .35 .48 .36 .42

38 .48 .51 .50 .87 .86 .87 .74 .82 .77 .77 .87 .83

39 .56 .61 .58 .7',.) .72 .71 .28 Zi 4 .35 .66 .34 .46

40 .33 , .33 .33 .72 .76 .74 .68 .64 .66 .67 .68 .67

41 .17 .10 .11 .27 Al .29 .58 ..22 '.41 .66 .46 .55-

42 .47 .47 .72 .74 .73 .40 .54 .47 .51 .61 .56

43 .46 .50 .48 .82 .79 .80 .50 .34 .42 .52 .63 .57

44 .44 .39 .41 .77 .76 .76 .68 .65 .66 .52 .36 .44

45' .21 .27 .24 .44 .48 .46 .66 .47 . .55 .53 .70 .61

46 .16 .l5 .15 .40 .38 .38 .42 .63 .52 .72 .51 .61

47, ;13 .08 Al .08 .12 .10 .19 .03 .12 .07 .05 .05

48 .05 .08 .06 .19 .15 .17 .20 .16 .17 .68 .23 .48

49 .28 .29 .28 .56 .1- .52 .54 .62 .62 .62 .58 ..64 .61

'50 -264 .73 .68 .90 .87 .88 :57- .54 .55 .52 .85 .69

7 3 7 4



Table 3.4.2 (continued)-

Itetin
Item Diff.iculty Level Item Discriminatibn Index

Black 1 Black 2.

Group

Black White 1 White 2 White Black 1

Group

Black 2 Black White 1 White 2 White

51 .12 .13 .12 .22 .21 .22 .03 .16 .10 .26 ..40 .33

52 .50 .49. .50 .65 .68 .67 .16 -.06 .04 ,.32 .28 .30

53 .70 .70 .70 .85 .83 .84 ..33 .61 .47 .49 ,39 .43

54 .55 .49 .52 .79 .72_ .75 .67 .56 .61, .60 .49 .54

55 .06 .06 .06 .32 .30 .31 .74 .65 .70 .72 .58 .65

,

56 .48 .51 .49 .84 .71 .77 .51 .57 .54 .45 .58 .52

57 .08 .05 .06 .40 .42 .41 ' .87 .93 .89 .69 .62 .66

58 .48 .54 .51 .85 .79 .82 .51 .48 .49 .47 .76 .62

cr
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of 165 exaMinees, and combined Black and combined White samples of 330

examinees. The results for the four smaller samples are reported here

although they were of more importance for an analysis reported later.

The discrimination indices obtained with the Black and White samples re-

veal two things: The item discrimination indices for the two samples are

comparable (average absolute difference = .11; Black values were higher

22 times; White values were higher,for 35 items) although the White

values tended to be a little higher; and more importantly, there is

substantial variation among the item discrimination indices (.04 to .89

in the Black sample and -.02 to .83 in the White sample).

In a more complete analysis the following results were obtained:

Booklet
Sample
SiA

Test
Length

Item Discrimination
Indices1

Mean SD

Booklet No. 1, 9 Year Olds 2495 65 .565

_
.260

-Booklet No. 2, 9 Year Olds 2463 75 .565 .260

Booklet No. 1, 13 Year Olds 2500 58 .585 .250

Booklet No. 2, 13 Year Olds 2433 62 .615 .252

The results above Show clearly that the assumption of equal item discrimination

indices is violated to a considerable-degree. This finding is not surprising

because item statistics play only a small par.t in NAEP mathematics test

developAnt. It would be'reasonable, therefore, to expect a. wider range of

values than might be found on a standardized achievement or aptitude test

where items with low discrimination indices are most likely deleted.

Therefore, it is reasonable to suspect that the two- or.three-parametdr

1Correlations were transformed via Fisher's Z transformation prior
to calculating the descriptive statistics. The mean is reported on the
correlation scale. 'The standard deviation is reported on the Zr scale.

7 7
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logistic Modefs will provide alore adequate fit to the test results.

This point is addressed in more detail in section 3.6.

3.5 Checking Model Features

When an item response model fits a test data set,at least to an

adequate degree, two advantages or features are obtained: (1) item

parameter-estimates do notodepend Upon the samples of examinees drawn from
-

the population of examinees for whom the test is designed (i.e., item

parameter invariance) and (2) expected values of ability estimates do

not depend upon the choice of test items.. The extent,to which the first

feature was obtained with NAEP math data will be presented next.

Item Parameter Invariance

The invariance of item difficulty estimates for Whites and Blazks

with the one-parameter model was investigated.initially. with Math Booklet

No. 1 far 13 Year Plds. Threejlundred and thirty Black examinees were

located on the NAEP data tape. All these examinees were used in the

analysis. An equal number of White students were selected at random

from the same data tape. Next, the Black and the White student samples

were divided at random into two halves so that four equal-sized (N=165)

groups of students could be obtained. These groups were labelled-Wh'

1," "White 2," "Black 1," and "Black 2." A oneparameter analysis-,was

carried out with each group.- The plots of "b" values in the two White

and Black samples are shown in Figures 3.5.1 and 3.5.2. The Plots show

high relationships between the sets of b values (r ; .98). What varia-

tion there is in-the plots is due io model7data misfit and examinee

sampling errors. The plots provide a basis for investigating hypotheges
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concerning the invariance of item parameter estimates°. .If'the feature of ,

item invariance is present, -similar plots should be obtained when,the

Black and White item parameter estimates are compared.. Figuie 3.5.3 re-

veals clearly that item difficulty_estimates differ substantially in the

. ./
first Black and White samples (r = .74). Figure-3.5.4 provides a repyi!--

cation of the Black-White comparison of item difficulty estimates. The

plot of b values in41"--igure..is very Similr to the plOt in Figure 3,.5.3

and both plots differ substantially from the baselihe plots shown 'in

Figure'3.5.1 and q 5.2.

Figure 3.5.5 provides a plot,of the differences in item difficulty

estimates between the two White and the two Black samples (r = .06). The

item parameter estimates obtained in eaCh racial group should estimate

, the same-item parameter value if the feature of item invariance s obtained

(aithOugh the value may be different in the two racial groupS).. Therefore-,

the expected differences should.be zerb and the correlation of these differ-

,

ences atross the set of test items in these two racial groups should also
°

be zero. In fact, the correlation is very close to zero. the feature .

of iCem-ihvariance is present it skould.exist for any pairings. of the data'.
N

.

igure 3.5.6 shows that the correlation between b value differences in,

r
the first and second Black and White samples is not zero in fact, r = .72!).

Clearly, itemdifficulty estimates obtained with the one-parameter model are

no.t invariant-An the Black and White examinee samples.

The appropriate conclusion seems-to be that item iqvariance-across the.

two racial groups.is not obtained. However, we stop short here of Atribu

the problem to race bias in the test There are at least two'othe

plausible explanations: (1) the problem is due to a variable which is

81
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Confounded with race (e.g., achievement scores/ability level - Blacks did

perform substantially lower on the Math Booklets than Whites - see Table

3.4.2); and (2) failure to consider other important item statistics such

as discrimination (a) and pseudo-chance level (c). With respect to (2),

in other words, the problem is due to model-data misfit. But Whatever the
1-

explanation it is clear that the feature of item parameter invariance is

not obtained.1

In a follow-up investigation with NAEP Math Booklet No. 1 with 13 Year

Olds, the examinee pool was split°into high and low performers (the cut-off

point was set at the median) . Each group contained in excess of 1200

examinees. A one-parameter analysis was carried out with each group. Table

3.5.1 provides three difficulty estimates for each item: eotal group,

low ability gronp, and high ability group. Plots, of the three possible

combinations are presented in Figures 3.5.7, 3.5.8, and 3.5.9%
/

The plots are not .directly comparable with the earlier ones for race

because the sample sizes in this analysis are considerably larger. But,

again it seems clear-that item parameter invariance is not obtained. This

time, however, item parameter'invariance was not obtained across'high and

low ability scorers. Table 3.5..2 and Figiires 3.5.10, 3.5.11 and 3.5.12

provide a similar analySis foe'Math Booklet No. 2 with 13 Year Olds and

again the conclusion is the same.

At least two criticisms can be made of the previous analyses summarized

,in Tables 3.5.1 and 3.5.2: (1) there is no baseline data available for

interpreting the plots, and (2) no attempt is made to account for variation

in items due to their discriminating power and pseudo-chance level. The

analysis described next with Math gooklet No. 1 with 13 Year Olds was

runfortunately the same analyses could not be carried out with.the three-
/

parameter model because of the very small sample sizes. An alternate method-
ology to handle the small samples was recently proposed by Linn and Harnisch
(1981).
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Table 3.,5.1

One-Parameter Model Difficulty Estimates for Total, Low,
and High Ability Groups for NAEP Math Booklet No. 1

(13 Year Olds, 1977-78)

It m Total
Ability Group

Low High

1

2\

3'

4

5

6

7

8

9

=1.58
-2.45
-2.98

.45

-.19
1.28
1.04
-.48
1.59

-1.47
-2.39
-2.88
1.00
.06

1.14
.89

-.84

1.25

-1.91
-2.64
-3.56
-.08
-.54
1.47

1.26
.18

1.90

10 -1.22 -1.03 -1.87

11 -3.01 -2.88 -4.02

12 -2.64 -2.53 -3.24

13 -2.46 -2.32 -3.33

14 -2.38 -2.25 -3.07

15 -1.97 -1.87 -2.34

16 -1.89 -1.93 -1.61

17 -.65 -.83 -.20

18 2.78 3.10 2.82

19 -.05, .18 -.33

0 20 .08 .58 -.64

21 .27 .73 -.24

22 -2.60 -2.65 -2.23

23 1.25 .85 1.64

24 1.28 1.64
25 .47 .59 .45

26 a -.67 -.83 -.25

27 3.13 3.10 3.27

28 2.13 2.68

29 .2.37 2.44

30 .77 .93 .74

31 -.76 -.67 -.89

32 .18 .36 .03

33 .94 .79 1.16

34 -3.04 -3.10 -2.59

35 -.28 -.42 .04

36 2.14 1.01 3.01

37 1.24 1.07 1.46

38 -1.00 -.79 -1.71

39 -.48 -.80 .14

40 -.24 -.08 -.55

87
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Table 3.5.1 (continued)

Item Total

,

Abilty Grou?
Low High

41
Q

2.05 1.791.79

42 -.43 -.42

43 -.99 -.92 -1.08
44 -.37 -.39 -.21

45 .80 .87

46 1.37 1.66 1.32

47 3.02 2.01 , 3.64

48 2.67 2.65 2.80

49 .59 .79 .50

50 -1.47 -1.42 -1.50

51 2.40 1.73 4.83
52 .04 -.40 .69

53 -1.31 -1.42 -.91

54 -.67 -.63 -.63

55 1.91 2.52 1.83

56 -.62 -.59 -.56
1.54 2.33 '1.33

58 -.77 -.71 -.80
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Table 3.5.2

One-Parameter Model Diffi'culty,Estimates 'for TOtal,'Low,
and High,Ability Groups for NAEP Math Booklet No. 2

(13 Yean Olds, 1977-79)

Ability Group
Item Total Low

.21 .21 .28
2 .72 .91 .63

3 -.22 .14

4 -.45 -.63 -7.09

5 .24 .43 .06

6 2.52 2.80 ° 2.58
7 .57 .60 .61

8 -3.23 -3.26 -2.99
9 -1.58 -1.36 -2.91

10 -1.29 -2.73
11 -1.37 -1.16 -2.36
12 4 -1.12 -1.97
13 -2.49 -2.41 -2.85
14 1.00 .75 1.26
15, 1.72 1.98 1.68
16 -2.05 -2.02 -2.06
17 -1.58 -1.52 -1.76
18 -1.72 -1.64 -1.95
19 -3.13 -3.25 -2.48
20 -3.12 -3.12 -2.98
21 -2.96 -3.06 -2.36
22 3.92 2.35 4.79
23 1.26 1.70 1.09

24 .87 1.19 .70

25 .02 .05 .04

26 -1.87 -2.23 --93
27 .37 --.10 .92

28 2.06 1.96 2.17

29 -2.34 -2.34 -2.22

30 2.6&, 2.78 t 2.70

31 1.67 2.05 1.59

32 -.32 -.55 -.11

33 -- -3.01 -2.88 -4.01

14 -1.72 -1.70 -1.73
35 o 2.19 2.42 2.19

36 .13 .17 .15

37 -.06 -.78
38 . 0 1.44 1.56 1.45
39 .61 .67 .62

40 CP .86 .98 .83
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Table 3.5.2 (continued)

4

Item Total
Ability Group

High

41 -1.86 -1.79 -2.12
42 -1.03 -.92 -1.32
4T -1.01 -1.01 -.93
44 -.67 -.97 -.08
45 -.26 -.36 -.04
46 -1.25 -1.19 -1.35

47 -1.18 -1.01
.48 1.91 2.14 1.90

49 2.61 3.32 2.55

50 -.09 -.39
51 1.57 .54 2.32

52 1.90 ;2.93

53 1.19 1.76 .96

54 -1.69 -1.80 -1.28
55 .75 .66 .88-

56 .62 1.11 .26

57 3.00 1.78 3.64

58 2.62 2.82 2.64

59 2.46 2.13 2.65

60 -.82 -.89 -.59
_61 -.15 -.28 .80

62 1.77 2.26 1.66
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carried out to address the two deficiencies. A group of 2400 examinees was

found with the 1200 lowest ability students and 1200 hiaest ability_

students. The (approximately) 22 middle ability-s:tud-entS were deleted

ftom the analysis. Next, the.....2400-examinees were divided bn a random

basis into two_equal sub-groups of 1200 examinees. Each sub-group was
, ....

used to obtain one-parameter and three-parameter model item estimates.

Figures 3.5.13 and 3.5.14 provide the plots of b values in the two samples

obtained with the one- and three-parameter logistic4models. The item

parameter estimates in the two samples with either test model are nearly

identical. Thus, item parameter invariance across random groups is>estab-

lished. Next, the 2400 examinees were divided into two equal-sized low

and high ability groups (again, N=1200) and the analyses and plots carried

out with the random groups were repeated. The results for the one- and

three-parameter models are reported in Figures 3.5.15 and 3.5.16 respec-
,

tively.

If the feature of item invariancewas present all fatir plots should have

looked the same. In fact, the plots in Figures 3.5.15 and 3.5.16--ate-stih7

stantially different from those ih Figure 3.5.13 and 3.5.14. However, it is

not plausible nt this time to explain the differences in terms of a Failure

40 to account For essential item statistics (i.e., discrimination and pseudo-

level) since the one-parameter and three7parameter plots of item difficulties

for high and low ability examinees shown in Figures 3.5.15 and 3.5.16 are

similar. One possible explanation which remains is that item parameter esti-

mation is not done very well when extreme groups are usedJ Of course

another possibility is that the test items a're functioning differently in

the two ability groups, i.e., item parameters are not invariant across

ability groups.

'The close fit between the thrnee-parameter model and several data sets
reported in section 3.6 suggest that this explanation is highly plausible.

9 1
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No.,1 (13 Year Olds, 1977-78, N=1200).
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Tables 3.5.3 and 3.5.4 provide the Tesults frpm a different type of

Analysis but one which :-ieems promising for addressing item parameter in

Wariance. It has become common practice to address item invariance by

conducting a statistical analysis yf the b value differences between two

groups of examinees (for example, Blacks and Whites). The problem

ias was_stated in section 2.1when the sample size s large, even prac
,

41
tically insignificant differences are often statistically significant. The'

method described next depends upon replication and practically significant

differences. In.this analy'Sts, a practically significant difference of

interest (referred to as the critical value) was selected (=.50) and two

equalsized Black and White examinee samples were divided into two equal

sized subsamples (N=165). A oneparameter analysis of Math Booklet No. 1

with 13 YearoOlds was carried out for each group. In Table 3.5,3 items

with b Value differeuces exceeding .50 between either the first Black and

White satple's,,or the secolid Black and White samples, are shown. Twenty

seven of 58 items exceeded the critical value with the first satples; 25

of the 58 items exceeded the. critical value with the second samples, If .

the differences were'due to chance factors only, 20.0% of the test items

would be predicted to be identified in both samples. In fact, 59.2% of thej

27 items (16 items) identified as different in the firsC samples

were identified as diffefent in the second samples. when viewed in

41
4.4 the other direction, 16 of the 25 items (or 80%) identified in the second

samples were also identified in the first samples.

Table 3.5.4'provides the results of a replication of the study with

Math Booklet No. 2 for 13 Year Olds. Eighteen items were identified in

sample 1; 15 items were identified in &ample 2; 13 of the items were common.

In other words, of the 18 items identified in the first samples, 72.2% were

102
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Table'3:53

Item Difficulty Differences in Black-t4hite Samples "4

for NAEP Math Booklet No. 11
(la year olds, 1977-78)

Item
Black and White'Samples
1

(N=165)
2

4 1.40 1.55

6 -1.06

7
0

8° -..95 .92

30 .86 .52

11 .99 .61

12 .80

13 1.08

15 .65

19 .69 .70

20 .76 .98

21 :-.74

23 -1.25 .85

24 9. .59 .84

26 - .58

ri

.69

27 1.54

28 -1.31 , -1.30

29 .59

33 .64

35 - .63

36 -1.83 -2.15

38 .86 .71

39 .66 - .80

40 .51 .83

43 , .57

47, -2.03 -1.08

48 .. .70

51 - .59 .82

52
,. .65

53 - .51

55 .71 .63

56 .62

57 .86 1.53

58 .70

10nly items with a difference >1.501 in one or both samples are reported.

1 03



'4

-91-

Table 3.5.4

Item Difficulty Differences in Black-White Samples
for NAEP Math Booklet No. 21

(13 year olds, 1977-78)

Item
Black and White Samples
1

(N=220)-

2

4

6 .51

9 1.11 .88

10 1.45 .66

11 .98 .88

12 .86

13 .70

15 .53

19 .62

20 1.27

22 -2.03 -1.954:

26 - .75 -1:36

29- .58 .49

30 .54 .83

35 1.03 .76

50 .62 .62

51
.

-1.33 -1.18

53 .63 .94

57 -1.84 -1.54

61 , - .84 .65

10nly items with a.di'fference ?..1.501 in One or both samples are reported.



identified in the second samples; and of the 15 itemg identified in the

second Samples, 86.7% of the items were identified in the first samples.

Tf ehnnce fnet)rs only were pperat.ing, 'about 7% 'of the items would be expected

tu be conhonly identified in the two Samples (15/62 x 18/62); Clearly, it can-

not be argued that item invariance across the two groups is present when the

.0

b values are estimated using the one-parameter logistic test model.

The method described above seems like a prOmising approach for address-

in the problem of item invariance. Androm one point of view, it really

doesn't matter what the causes of the differences are. The fact is that

item invariarvce is not found across a variable that can be used to'describe

the examinee population. It would be misleading therefore to'offer only

a single set of item statistics. W,hile not investigated here, commonly

identified items e4an be additionally studied"to attempt to detect the source

of the problem(s). At this stage, directions of any observed differences

can be also investigated.
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3.6 Checking Additional Model Predictions'

This section of our work is divided *into, two parts: Residual Analyses,

and Research Hypothesis Investigations.

Residual AnalYses

To carry'out -residual analses with Math Booklets Nos. 1, 2; and 3 for

9 and 13 Year Olds it was necessary to prepare a computer_program. A

- listing and sample output of-our program.is presented in Appendix B. The

program was prepared to be .compatible with the item and ability parameter

estimation output from LOGIST. The progfam'provides both residuals and

standardized residuals for each test,item at various ability levels (the

number is selacted by the user). (Twelve ability leVels T.'vere chosen in

our investigation.) In addition, fit statistics are avairlable for each

test item (found by summing over ability levels) , fot each ability level

(found by. suMMidg over test items),and for the total test (found by summing

ov(r ability levels and tese iEems).

A sample set of standardized residuals for Math\Pooklet No. 1 with

13 Year Oldslobtained with the one-parametet model ar, shown in Figures

3.6.1 to 3.6.11. Two features ot the plots in the filgves (and other plots

N've studied) aTe the cyclic patterns and the large size of the standardized

residuals. Item,patterns like those in' Figures.3.6.1, 3.6.3, 3.6.4, 36.5,

and 36.10 were obtained for items with relatively high biserial correla-

tions. Item patterns like those in Figufes 3.6.6, 3.6.7, 3.6.8, and 3.6.9

were obtained for items with relatively low biserial correlations. Also,

the standardized residuals tended to be high.. In Table 3.6.1 it can bp

seen rhnt (approximately)25% of the standardized residuals exceeded a

a va,lue of 3 when the one-paraMeter mod'el was fit to the test data. This

1Standardized residual plots for items 1 tdo 10, and 56.are shown in

the figures.
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result was obtained with 6 test.booklets. lf the Model data fit had been

good, the distribution of standardized residuals would have been approxi-

mately normal.

The standardized r$sidual plóts obtained from fitting' the three-
:,

parameter model and shown'in Fisures 3.6.12 1o.3.6.22 reveal dramatically

_different patterns; The cyclic patterns which were so evident in the

first eleven fignres ars 'gone,'and the siiea'of the standardized residuals

are substantially smaller.,

3.6.1 provide, a-comptete-Stmmary of the disttibotions

§tandardized residuals obtained with the one- and three-parameter models

for six Math-Booklets. In all cases the standardized residuals are con-L

siderably smaller with the three-parameter model anckthe'distributions are

approximately normal. ".

Table 3.6.2 reports the average rawand absolute-valued standardized

41

reslidualsl. at 12 ability levels with-the one. and three-parameter models for the

Sam six Math Booklets- Again, the results in thistable reveal the

supi,rioritv of the three-parameter model. Also, it Ls clear that the,

/three-parameter model is especially-effective at low. levels of atlility.

-Research Hypothesis Investigations

The residual analysis results in the last section were most inter-.

esting.but dt seemed .desirable to investigate the misfit statisqcs.

further.' Tables 3.6.3 to 3.6.6 yrovide the basic information we worked

with for fout of the Math BoOklets.

1The average raw standardized residuals provide information about the

size and direction-of the misfit between the observed results and the ICCa.
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No. 1 (13 Year OLds, 1977-78).
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Figure 3.-6.2-1- Standardlzed_residual plot obtained with the three-

parameter model for test item 10 from NAEP Math Booklet

No. 1 (13 Year Olds, 1977-78).
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Table 3.6.1

Analysis of Standardited Residuals witn the One-

and Three-Parameter Logistic Models for Six 1977-78 NAEP

Mathematics Booklets

NAEP Logistic Percent. of Residuals
1

BOoklet Model 10 to 11 11 tO 21 12 to 31 I over 31

Booklet 1

(9 Year Olds)

Booklet 2
(9 Year Olds)

Booklet 3
(9 Year Olds)

Booklet 1

(13 Year Olds)

Booklet 2
(13 Year Olds)

Booklet 3
(13 Year Olds)

21.5 17.3

3 66.7 24.4. 6.7

1 37.1 25.3 13.8

3 67.4 24.7 5.7

1 40.1 23.4 15.4.

3 64.0 24.8 8.0

40.7 99.1 16.5

65.4 25.1 7.8

1 42.6 24.2 16.3

3 67.2 26.1 5.7

34.3 24.5 17.5

61.0 26.8 8.2

25.3
2.3

23.8
2.2

21.1

3.3

20.7

1.7

16.9

1.1

23.7
4.0

lAt the 9 Year-Old Level, there Were 780 standardized residuals

(65 test items x 12 a4lity levels). At'the 13 Year Old Level, there

were 690 standardized residuals (58 te'st items x.12 ability levels)..



Table 3.6.2

Analysis of Standardized Residuals ar Twelve Ability Levels-with-the One-
and Three-Parameter Logistic Models for Six 1977-78 NAEP Mathematics 'Booklets

NAEP
Booklet

Test
' Length Statistic

Logistic
Model

Sample
Si.ze -2.75 \-=N2.25 -1.75 -1.25

Ability L'evel

-.75 -.25 .25 .75 1.25 1.75 2.25 2.75

Total
(unweighted)

I

I--,

h-,

Co
I

Booklet-1
(9 year olds)

Booklet 2
(9 year olds)

65

75

-,

Average
Residual

Average
Absolute
Residual

- Average
Realdual

- Average
Absolote
Residual

1

3

1

3

1

3

1

3

_3._

1

3

2495
2495

2463
2463

_

27 43

29 50

.77 .99

4 .00 .24

1.75 2.40

.81 .90

10 46

23 64

.60 .74

----,I6-----.--.14-

1.55 2.42

,34 .95

. -

111

108

.89

.27

2.82

1.02

,

. 116

89

.58

-.02

3.02

.83

220
212

.79

.12

3.35

.74

234

218

_.71_
.34

3.10
1.05

d
331 485
333 454

.37 .20

.16 .04

2.35 1.80
1.00 .94

'334 437

346 417

.-2,8---.01---

.50 .19

2.28 1.49
1.02 .94

446 395 276 122

470 403 271 100

.14 -.28 -.26 -.39

.08 7.18 -.48 -.36

1.62 2.35 2.64 2.40

.62 ..87 .99 .85

474 397 272

497 403 230 11077

-A-2--=:14 --:-.02--'7-.08

-.03 -.18 -.23 -.05

1.59 2.36 2.75 1.71

1.04 .89 1.01 .87

21

21

-.11
-.32

1.19

.91

'33:
_

-.05
-.16

1.31
.90

8

9

-.10
-.16

.85

.88

7

6
-

.02

.01

.75

.53

.25

.05

2.13
.88

_______-
.23
.01

2.03

.90

131 132



tr

s

Table 3.6.2 (continued).

NAV'
Dooklet

test
Length

Logistic

Statistic Todel
Sample

Size -2.75 -2.25

Ability Level

-1.75 -1.25 -.75 -.25 .25 .75 1.25 1.75 2.25 2.75

Total

(unweighted)

,

Booklet 3 68 2438 29 '44 120 174 326 410 533 446 186 89 44 9

(9 year .31ds)
2438 28 62 . 108 177 283 319 410 219 88 29 9

Average

,438
.

Residual 1 .84 .57 .60 .17 -.01 -.04 .04 .30 ,.09 -.09 -.22 -.03 .19

3 .36 .36 -.02 -.22 -.55 -.50 .01 .37 .39 .34 .09 .09 ,06

Average

0. Absolute
Residual 1 2.20 2.13 3.04 2.69 2.07 1.25 2.06 2.61 1.97 1,49 1.23 .95' 1.57

3 '

.

.94 .91 1.01 .97 1.03 .90 .97 .95 .90 1.18 .95 .64 .95

-

Booklet 1 58 I 2422 14 54 91 224 325 503_467-339-r-1Z-5
---

102 44 3

(13 ye..r olds) 3 2422 24 50 114- 1.-94---3T8---47.0 509 368 248 90 32 11

Average
Res

. 3

-67
-.02

.88

.08

.66 .33 .03 .25 .40 .17 -.12

.06 -.07 .27 -.20 --.22 .-.59

.07

-.03
.11,09
-42 -.43

-.28
-.10

Average

.07_

Absolute
Residu-AT 1.76 2.59 2.74 2.64' 2.20 1.63 1.68 2.08 2.06 1.62 1.30 .67 1.92

1.27 1.02 .97 .84 .76 .92 ..79 .84 1.07 .84 .86 .99 .93

133

--1
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Table 3.6.2 (continued)

.....

NAEP
.

hooklef
Test
Length Statistic

Logistic
Model'

-,

Sample
0. Size., -.2.75 -2.25 -1.75 -1.25 -.75

Ability Level

-.25 .25 .75 1.25 1.75 225 2.75

Total
(unweighted)

,

Booklet 2 62 1 2433 20 39 118 241 308 447 463 '392 240 121 22 10

(13 year olds) 3 2433. 15 45 121 230 334 429 440 402 259 94, 26 11

Average-.
' Residual , .90 .92 1.06 .67 .14 305 '-.01 -.05 -,27 -.13 -.03 -.01 .26

-0 0 .11 .13 .22 .03 .10 -.08 --,,24 ,-.26 -.27 -.12 -.13 -.03

Average
o

Absolute I

Residual 1 2.08 1.90 2.98 2.69 1.64 1.79 1.54 1.95 2.10 1.64 "1.00 .73 1.84

.76 .79 .87 .82
.

.81 1.05 .94 .85 . ,.85 .94 .69 .70 .84- C>
I

-

. . '

Booklet 3 73 1 2469'. 12 , 38 96 215, 400 540 403 341 237 120 51 8

(13 year olds) ) 3 2469 24 d 53 106 203. 328 462 499 393 212 106 38 8

Average
Residual 1 .45 .74 .78 .56 .24 .31 .23 -.16 -.01 .15 --.01 .10 .29

3 .49 .08 .04 ,27 -.23 .01 -.15 -.34 -.31 -.36 -.13 -.03

Average o .

Absolute ,..

Residual 1 1.50 2.42 2..97 3.34 2.78 2.01 1.57 '2.11 2.47 2.32 1.97 .84 2.19

1.25 .94 1.29 1.05 , .87 1.03 .97 .84 1.04 1.06. .99 .68 1,00

135 13G



-121-

Table 3.6.3
1

NAEP Math Booklet No. 1

Basic Item Stdtistical and Classificatory Information

(9 year olds, 1977-78)

Test

9

'3

4

5

6

7

8

9

10

11

12

13

14

15

16.

17

38

19

70

21
90

73

24

2.35

2.26

1.84

2.50

1.55

3.26--, 1.08 :76 .33

2.00 0.88 .12 .37

0%59 0.82 .33 .56

1.73' 0.63 .46 .47

1.53 0.63 .39 .65

0.48 .40 .75

0.74 .20 .60

0.65 .53 .62

0.58 .82 .79

0.86 .40 .68

'1.27 0.62 .55 .62 3 1

T.73 0.60 .47 .69 3 1

1.27 0.85 .55 .65 1 1

3.50 2124 .91 .34 2 1

2.28 1.57 .89 .39 2 1

2.18 0.,79 .89 .77 4 2

2.03 1.01 .84 .75. 4 2

2.45 0.84 .88 .80 4 2

2.35 1.73 .73 .76 4 2

2.61 1.06 .81 .80 4 2ra
3.05 2.16 .75 .79 4 2

3.20 1.00 .46 --- -.-35

0.49 0.59 .81 .59

0.86 . 1.30° .85 .51

0.85 0,73 .63 .63

Stan:dardized Residuals1 Item Item Content Format .5

.37p Difficulty2, Discrimi,nation3 Categorv4

2 1

2

2 2

2 1

5 1

1

1

9

4.

1

2

1

2

4 2

5 1

1 1

4 2

4 2

11-p E one.-parameter logistic model; 3-p E- three-parameter logistic model..

, irem difficulty E proportion of examinees in tho NAEP sample answering the

1vst item correctly (N = 2495).

3Ttem discrimination F. biserial correlation between item and the total.e.A-da

score.

4
Content.Categories; 1 Story Problems, 2 Geometry, .3 Definitions,

4 Calculations, 5 Measurement, 6 Graphs and Figures.

5
Format: I - multiple choice, 2 - open response.
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Table 3.6.3 (continued)

NAEP Math Booklet No. 1
Basic Item Statistical and Classificatory Inc:ormation

(9 year olds, 1977-78)

Test
Item

Standardized Residuals1
1-p 3-p

Item

Difficulty
2

Item
Discrimination

3
Content
Category

4
5

Format

26 2.64 0.88 .49 .77 4 2

27 1.85 0.8 .68 .71 4 2

28 1.08 0.94 .36 .63 4 2

29 1.41 040 .77 .69 4 2

30 2.67
d

0.88 .68 .78 4 2

31 1.92 0.99 .69 .79 6 1

32 4.48 1.33 .03 .14 3 1

33 4.92 0.69 :1.9 .14 3 1

34 1.12 0.92 .64 .54 5 1

35 0 9> 1.13 .80 .62 6 1

36 /.41 1.10 -.65 .67 4 9

37 1.25 0.56 .09 .60 4 2

38 1.33 0.84 .94 43 3 1

39 3.53 0.-72 .20 .96 1 1

40 4.00 0.58 .17 122 4 1

41 2.26 1.12 .20 .73 1 2

42 0.69 0.38 .17 .57 4 2

43 1.22 0.58 .02 .61 4 2

44 1.10 1.10 .01 .59 4 2

45 3.55 0.87 .29 .28 5 9

46 1.72 0.60 .36 .51 4 1

47 2.63 1.11 .54 .40 5 1

48 1.18 0.61 .83 ..67 6 1

49 2.36 0.93 .29 .50 6

50 4.38 0.47 .66 .27 1 1

51 4.1-8 0.69 .25 .21 1 1

52 5.51 0.88 .35 .19 g 2 1

53 3.19 15.66 .09 .22 2 1

54 2.67 0.97 .09 .31 2 1

55 0.58 0.65 .01 .49 6 2

56 1.43 0.68 .12 .64 1 2

57 1.51 1.16 .48 .53 2' 1

58 1.11 0.91 .24 .53 2 1

.59 2.32 0.44 .28 .48 2 1

60 0.99 OrgrP '.21 .51 1 2

61 1.54 0.92 .10 .53 -5 2

62 1.46 1.47 .85 .60 , 3 2

63 1.53 1.17 .48 .67 A 2

64 1.16 0.53 .35 .49 2 1

65 - 3:71 0.9.4 .27 ,.,24 3 1

138
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Table 3.6.4

_NAEP Math Booklet No. 2

Basic-Item:Stat4stdeal-and_C1assAficatory_Information
(9 year olds, 1977-78)

Test Standardized Residuals' Item

tem 1-p 3-p Difficulty2

1 3.27 0.67 .77

2 3.20 0.64 .78

3 0.73 0.90 .92

4 1.50 0.77 .87

5 1.38 1.27 .88

6 1.35 1..22 .78

7 1.67 0.96 .86

8 1.44 0.88 .82

e 9
2.39 1.16 .59

10 2.57 0.79 .60

11 2.87 0.65
C

.50

. 12 2.34 0.79 .50

13 0.94 0.59 .08

14 1.00 0.83 .37 -

15 1.19 1.31 .73

16 1.31 0.71 .57
17 1.03 0.77 .74

411
18

19

1.06
1.59

0.73
1.06

.73

.56

20 1.31 0.99 .14

.

21 1.77 0.55 .63

22 2.17 1.01 .57

23 2.26 1.06 .39

24 1.18 0.67 !96

25 0.83 0.70 .96

,

r

Item
Discrimination3

Content
Category4

Format 5

.31

.31

.60

.70

.65

.67

3

3

4

4

4

4

1

1

2

2

2

2

.71 4 2

.70 4 2

.76 4 2

.76 4 2

.78 4 2

.74 4 2

.46 2 1

.58 1 1

.57 6 1

.63 6 1

.64 4 2

.65 4 2

.68 4 2

.56 1 1

.71 6 1

.72 6 1

.71 6 1

.68 3 1

.60 3 1

1 1-p E one-parameter logistic model; 37p E three-parameter logistic model.

2Item difficulty E proportion of examinees in the NAEP &ample answering the

test item correctly (N = 2463).

3Item discrimination Ebiserial correlation between item and the totai test

score.

4
Content Categories; 1 - Story Problems, 2 Geometry, 3 - Definitions,

4 Calculations, 5 - Measurement, 6 - Graphs and Figures.

5
Format: 1 --multiple choice, 2 - open response.

139
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Table 3.6.4 (continued)

NAEP Math Booklet No. 2
Basic Item Statistical and Classificatory Information

(9 year olds. 1977-78)

Test
Item

Standardized Residua.s1
1-p 3-p

Item
Difficulty2

Item
Discrimination3

Content
Category4

Format5

26 1.10 0.69 .97 .68 3 1

27 0.67 0.69 . .94 .52 3 1

28 0.74 0.84 .92 .56 3 1

29 4.80 0,70 .19 .18 5 1

30 2.87 0.77 .20 .32 5 1

31 1.03 0.91 .25 .60 4 2

32 * 1.67 0.96 .27 .66 1 2

33 1.87 1.03 .49 .69 3 2

34 1.83 1.09 .52 .69 3 2

35 1.66 1.13 .47 .67 3 2

36 3.16 0.82 .39 .34 2 1

37 0.63 0.69 .84 .60 2 1

38 1.20 0.61 .19 .47 2 1

39 4.43 1.18 .25 .21 1 1

40 '1.72 0.94 .63 .70 4 2

41 2.29 0.66 .40 .7 4

42 2.58 0.74 .72 .78 4

43 2.98 1.09 .56 .81 \ 4 2

44 2.58 0.65 74 t .79 4

45 2.40 0.73 .46 .75 4

46 2.44 0.88 .19 .37 2 1

47 1.51 0.81 .90 .42 1 2

48 1.09 0.54 .75 .66 3 2

49 1.11 1.23 .50 .63 3 2

, 50 0.60 0.75 .41 .55 3 1

,

51 3.39 0.83 .80 .27 5 1

52 2.29 0.76 .71 .76 3 1

53 1.96 0.45 .50 .64 3 1

54 2.67 1.43 .44 .45 3 1

55 3.89 0.64 .25 .25 1 1

56 2.25 0.89 .54 .43 1

57 2.61 0.52 .37 .41 1 1

58 0.67 0.56 .66 .60 1 1

59 1.14 0.80 .50 .61 1 1

60 1.40 1.25 .n .52 4 1

14 0



-125-

Table 3.6.4 (continued)

NAEP Math Booklet No. 2
aa-s+c--1-t-cm Statistical and-Glas-s4-ficat-ay---14-E-G2pmation

(9 year olds; 1977-78)

Test
Item

Standardized
1-p

Residuals1
3-p

Item
Difficulty2

Item
Discrimination3

Content
Category4

rat5

61 4.08 5.44 .88 .13 2 1

62 3.07 0.73 .44 .35 2 1

63 4.76 0.56 .21 .16 3 1

64 5.88 0.84 .14 .06 3 1

65 4.63 0.54 .25 .19 1

66 0.81 0.66 .12 .45 4 2,

67 1.68 1.78 .26 .50 1 2

68 0.82 0.48 .01 .54 2 2

69 2.15 1.05 .49 .42 1

70 2.63 0.94 .08 .22 1 2

71 1.65 0.67 .06 , .35 2 2

72 1.21 0.63 .04 ..58 . 4 2

73 1.76 0.83 .34 , .44 5 2

74 0.59 0.99 .39 .57 6 2

75 2.66 0.74 .34 .35(---, 5 1
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Table 3.6.5

NAEP _Math Booklet No. 1

Basic Item Statistical and Classificatory Information
(13 yOur olds, 1977-78)

-
Test
Item

,

Standardized Residuals 1 Item Item

1-p , 3-p Difficulty2 Discrimination3
Content
Category4

Format5

1.47 .84 .85 .70 1 2

.68 .44 .93 .61 3 1

.3 .71 .85 .95 .62 3 I

4 3..11 ,1.94 .52 :81 5 2

1.74 .89 .65 .72 4 1

1.80 .96 .36 .48 2 1

7 1.70 .64 .40 .49 2 1

8 3.80 .1.47 .70 .29 2 1

9 2.13 .72 .30 .43 1 1

10 1.59 .64 .81 .72 5 1

II 1.47 .86 .95 .75 2

12 1.47 1.31* .94 .74 2

13 1.61 1.11 .93 .75 44 2

14 1.21 .,77 .92 .70 4 9

15 . ..97 , .88 .89 .66 4 2

16 1.11 1.39 .88 .58 , 4 9

17 1.86 .98 -.73 .47 5 1

18 .96 .83 .14
.

. .54 1 2

19 2.42 1.42 :62 .75 4 2

20 3.30 .42 .59 .84 4 2

-

21 3.08 .53 .56 .82. 4 2

22 .68 .93 .46 3 1

23 2.85

'.48

.71 .36 .38 3 1

24 1.88 .89 .33 .48 3 1

25 1.15 .98 .52 .64 1 2

11-p-E one-parameter logistic model; 3-p E three-parameter logistic model.

2Item difficulty. E proportion of examinees in the NAEP sample answering the

test item correctly (N 2500).

3Item discrimination E biserial correlation between item and the total

test score,

4Content Categories:
1

Story Problems, 2 E Geometry, 3 E Definitions, 4 = Calculations, 5 E Measurement,

6 = Graphs and Figures.

5Format:
F E multiple-choice, 2 E open response.
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Table 3.6.5 (continued)

NAEP Math Booklet No, 1
Basic Item Statistical and Classificatory Information .

(13 year olds, 1977-78)

-

Test Standardized Residuals' Item Item Content Format5

Item 1-p 3-p Difficulty2 Discrimination2 Category4 .

26 '2.32 .46 .73 .41 2 1

27 1.06" .81 .10 .51 2 1

28 4.62 .77 .22 .18 2 ?

29 .92 .77, .18 :57 5 2 .

30 1.92 .83 .46 .60 1 1

31 .80 .73 .74, .64 2 1

32 2.06 1.56 .58 .64 1 1

33 1.13 .64 .42 .49 1 1

.34 .75 .56 .96 .46 2 1

35
_

2.36 1.87 .66 .44 2 1

,

36 7.08 1.19 .21 -.01 1 1

37 1.36 .66 .37 .47 . 2 1

38 2.63 .67 .78 .80 3 1

39 3.37 .73 .70 .36 _
3 1

40 1.72 .85 .66 .70 1

41 1.16 .96 .27 .62 3 1

42 .60 .93 .69 .60 2 1 .

43 .87 .81 .78 .60 2 1

44 1.58 1.93 .68 .59 4 2

45 1.16 1.62 .45 ..6j 4 2

46 2.01 .90 .34 .63 1

47 4.63 .98 .11 1 .10 2 1

48 1.69 1.11 .15 .48 3 1

49 1.20 .83 .49 .64 4 9

50 .77 .80 .84 .62 1

....,,

51 3.30 .57 .18 .27 1 1

52 5.03 .96 .60 .26 1 . 1

53 1.37 .31 ,82 .45 2 1 .

54 1.19 1.19 .73 .63 . 4 9

111 55 1.83 .83 .25 .68 6 2
.

56 .49 .74 .72 .59 1 1

57 2.48 .95 .31 .73. 5 2

58 .83 .71 .74 .62 4 2

,.

_.

t_

143
.
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Table 3.6.6

NAEP Math Booklet No. 2

Basic Item Statistical and ,Classificatory Information
(13 year olds, 1977-78)

Test. Standirdized ResidualS1 item Centent Format5
Etem 1-p 3-T Dififti:Ity2 Discrimination3 Catcgory4

1 1.01 1.06 .58 .60 4 2

"2 1.13 0.85 .48 .67 4- 2

3 2.39 1.74 .65 .53 4 2

4 1.92 0.72 .69 .50 1 1

0 5 1.49 0.86 .57 .69 3 1

6 0.87 1.03 .18 .55 2 2

7 1.00 1.15 .51 .63 5 2

8 0.56 0.53 .96 .58 1 2

9 2.25 0.52 .85 .84 4
f.

2

10 2.33 0.62 .84 .84 4 2

11 2.20 1.31 .82 .84 4 2

12 2.11 0.56 .79 .82 4 2

13 0.93 0.67 ,92 .68 2 1

14 ,2.17 0.92 .42 .48 4 1

15 1.20 1.02 .30 .61 2 1

16 0.71 0.61 .89 .66 4 2

17 0.79 0.55 .85 .69 4 2

18 0.93 0.51 .86 .70 4 2

19 1.00 0.77, .95 .50
-,

4 2

90 0.99 0.94 .95 .68 4 2

21 1.13 0.76 .95 .56 4 2

22 6.17 1.14 .06 -.07 2 1

23 1.77 0.66 .38 .74 4 2

24 1.57 0.71 .45 .74 4 2

25 1.12 1.20 .61
'-f

.63, - 4 2

1 one-parameter logiscic model;. 3-p E thre4-parame.ter lOgistic model.

2Item difficulty E proportion of examinees in the NAEP sample answering the

test item correctly ('N = 2433).

3 Item discriminationEbiserial correlation between item and the total test

score.

4
Content Cacegories: 1 Story Problems, 2 Geometry, 3 Definitions,

4 - Calculations, 5 Measurement, 6 - Graphs and Figures.

5
Format:'. 1 multiple choice, 2'- open response.
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Table 3.6.6 (continued)

NAEP Math Booklet No. 2

Basic IteM Statistical and Classificatory Information
(13 Year olds, 1977-78)

Item
Standardized Residua1s1
- 1-p 3-p

Item

Difficult2
Item

Discrimination3

Content.
Category4

FOrmat5-

26 3.45 1.00 .88 .24 2 1

27 3.63 0.89 55 .36 2 1

28 3.24 1.48 .24 49 1 2

29 0.62 0.90 .91 .59 1
0

1

30 1.07 1.25 .16 .54 1 2

31 1.54 0.67 .30 .67 3 1

32 3.03 0.99 .67 .44 3 1

33 1.05 0.33 .95 .77 3 , 1

34 0.74 0.62- .86 .65 1 1

35 1.02 1.16 .22 .57 1 2

,

36 0.74 0.55 .59 .64 6 1

37 2.20 - 0.65 .67 .77 6 1

38 1.53 0.70 .34 .61 6 1

39 0.62 0.60 .50 .64 4 2

40' . 1.46 0.76 .45 .64 1 1

41 0.85 0.70 .88 .69 4 2

42 1.8Q 1.69 .78 .73 4 2

9 0.81 . 0.79 .78 .59 1 1

-44 3.61 0.80 .73 .37 2 1

45 .1.64 0.76 .66 .53 1 1

46 1.08 0.77 .81 .68 1 1

47 1.36 0.62 .80 .76 1 1

48 1.24 0.84 ' .26 .65 3 2

49 1.83 0.36 .17 .68 3 2

50 1.51 1.06 .63 .72 3 2

51 6.21 1.28 .32 .17 2 1

52 2.99 0.65 ..17 .32 2 1

53 2.13 0.51 .38 .75 1 2

54 1.23 0.69 .86 .55 2 1

55 1.05 0.53 .47 .56 2 1

56 2.41 0.89 .50 .80 1 2

57 6.38 0.76 .13 .10 1 1

58 2.53 0.78 .17 .56, 6 1

59 3.57 1.19 .19 .45 6 1

60 1.12 0.64 .75 .56 6

61 , 1.06 0.92 .64 .58 -4 2

62 1.71 0.83 .29. 11 .70 4 2



a

Our initial preliminary studies are reported- in Figures 3.-6.23 to

e-3.6-1-24=shews-the-irelatIonship-between-une-parameLel

model residuals and classical iEein difficulties. The.outstanding

features are the large size of the residuals and the tendency forfthe'

most difficult items to have the highest residuals.. Possibly this

latter problem is due to the guessing behavior of examinees. In a similar

plot with three-parameter model residuals shown in Figure 3.6.24, the

standardized'residuals are substantially smaller and it appears that by

estimating item pseudo-chance level parameters., the tendency for the

hip,bbst residuals tO be obtained with the most difficult items is reduced'.

-

Figure 3.6.25 provides a plot of one-parameter model standardized

residuals and classical item discriMination indices for four of the Math

Booklets combined'. A strong curvilinear relationship is evident. Items

with relatively high or low 'classical discrimination indices have the

h gbest standardized residuals.6 Figure 3:.6.26, provides the same plot

using three-parameter model standardized residuals. The curvilinear

relationship disappears'. Substantially better fits are obtained when

variations in discriminating powers of test items are handled in the

chosen model:

Figures 3.6.27 and 3.6.28 provide comparable information to the

previous two figures except that the latter two figures use the informa-

tion from "a single test booklet. The trends in the results are identical.

14 G
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These initial analyses were encouraging because they provided several

insights in'to possible reasons for item misfit. Next, a more comprehensive

analysis o the test items was initiated. Seven different analyses were

carried ot4 on four of the test booklets. In,hddition, the analyses were

carried out on a eombined set of Math Booklets.

Math Booklet Tables

No. 1, 9 Year Olds 3.6.7 to 3.6.13
No. 2,,9 Year Olds 3.6.14 to 3.6.20
No. 1, 13 Year Olds 3.6.21 to 3.6.27
No. 2, 13 Year Olds 3.6.28 to 3.6.34
Combined 3.6.35 to 3.6.41

By combining booklets and obtaining more test items it was possible to more

clearly study the trends in the results.

Since the trends in all of the analyses at the Math Booklet level are the

same, only the results for the combined Math Booklets will be discussed further:

Table 3.6.35

Intercorrelations among five key variables.

1. There is a high negative correlation (17-.61) between one-parameter stand-
ardized residuals and classical item dis rimination indices) The result
suggests that the poorest fitting items a e the least discriminating.
Perhaps this is due, in part, to examinee uessing behavior.

2. The most difficult test items are the least d'scriminating (r=.41).
Again, perhaps the result is due to examinee gessing on hard test items.

3. There is a substantial correlation (r=.49) betweeNitem format and
classical item discrimination indices. Open-ended t items tend
to have higher discrimination indices than do multiple- hoi.Ce items.
Again, it is noted that guessing is a factor in multiple- oice test
performance but plays almost no part with open-ended test ie,ms.

4. The higher one-parameter model,residuals are 'associated with, the ultiple-

choice test items; the lower one-parameter model residuals are assoCla,ted
with the open-ended items.

1This correlation is misleading because the actual relationship between
the two variables is non-linear.
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Table 3.6.7

Correlations Among Several NAEP Math Item Variables
(Booklet No. 1, 65 Items, 9 Year Olds, 1977-78)

Variable
SR(1-p) SR(3-p) p

Item Order

Standardized
Residual (1-p)

Standardized.
Residual (3-p)

Item Difficulty (p)

Item Discrimination (r)

Format (F)

.05 -.19 -.46

.35

r

-.32

-.60 -.34

.03 .09

.43 .02

.57

11=Multiple-Choice; 2=Open-Ended.

so
154
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Table 3.6.8

Association Between Standaxdized Residuals
and NAEP Item Conten,t'Classifications

(Booklet No. 1, 65 Itemsl, 9'Year'Olds, 1977-78)

Content
Category
..

Number
6f

Items A

1.-p

' SR(<1.0)

(n= 8 )

Standardized Residuals
3-p

SR(>1.0) SR(...c1.0)

(n= 57 ) (n= 48 )

SR(>1.0)

(n= 17 )

Story Problems 10 20.0 80,0 90.0 10.0

Ceometry 14 14.3 857 64.3 35.7

Definitions 7 0.0 100.0 7-1.4 28.6

Calculations 23 8.7 91.3 69.6 30.4

Measurement 6 0.0 100;0 83:3 16.7

Graphs and 5 40.0 60-.0 80.0 20.0

Figures

X'-= 6.25 X2= 2.63

d.f.= 5 p= .282 :clf.=5 p= .757

- 3 0
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Table 3.6.9

Association Between Standardied Residuals
and Item Formats

(Booklet No. 1,- 65 Items,' 9 Year Olds, 1977-78)

Format
Standardized

Residuals
1--p 1QSU1ts 3-p Results

Multiple-Choice SR(1.0) 2 3.1 26 40.0

SR(>1.0) 32 49.2 8 12.3

Open-Ended. SR(<1.0) 6 9.2 22 33.

SR(>1.0) 25 38.5 9 13.6

>. = 1.62 X2= .049

d.f.= 1 p= .203 d.f,--. 1 p .825
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Table 3.6.10

Association Between Standardized Residuals
and Item Difficulties

(Booklet No. 1, 65 Items, 9 Year'Olds, 1977-78)

Difficulty
J,evel

Standardized
Residuals

l-p Results
N

3-p Results

Hard (p<.5) SR(<1.0) 4 6.2 32 49.2

,SR(>1.0) 33 50.8 5 .7.7

Easy (p> .5) SR(<1.0) 4 6.2 16 24,6

SR(>1.0) 24 36.9, 12 18.5

0

102 '1.'5.66

d.F.= 1 p=.967.d.f.=1 p= :017

15-/



Table 3.6.11,

Association Between Item Formats\
and Item Difficulties

(Booklet No. 1,-65 Items,.9 Year Olds, 1977-78)

Difficulty
Level 'Format N It/

Hard

Easy

(p<.5)

(p>.5)

Multj_pleChoice

Open.-Ended

Multiple-Choice

Open-Ended

20,

17

14

14

2612

21.5

21.5

.005

d.f.= 1 p= .442

1 5 8
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Table 3.6.12

Descriptive S.tatistical,Analysis of
Standardized Residuals.

(Booklet No 1, 65 Items,.9 Year Olds, 1977-78)

Difficulty
Level Format

-Number

of

Items

1-p Results--

SD

3-p Results

-
X SD

i;urd

Easy

(p.5)

(p?.5)

Multiple-Choice

Open-Ended

Multiple-Chdice

Open-Ended

20

17

14

14

2.84

1.55

1.98

1.95

1.31

.79

1.09

.74

.78

.80

1.03

1.01

.93

. .23

.46

.48

15j



-144-

Table 3.6.13

Re1ationiihip Between.ltem Discrimination Indtces

.and Stndardize'd Residuals
(Booklet No-1, _65 Items4 9Year_01ds, 1977-78)

Model
Standardized
Residuals -,01 to .30

Discrimination Indices-
.31 .to .50 .51 to .70 .71 to-1.00

c<3
( lo )1 ( 13 ) ( 29 ) ( 13 )

1-p, 0.00 to 1.00 0.0 7.7 24.1 0.0

'1:01 to 2.00 0.0 30.8 72.4 15.4

over 2.00 100.0 61.5 3.4 84.6

X
2
= 42.24 d.f.= 6 1)=.010

Eta=.743

3-p 0.00 to 1.041 90.0 69.2 75.9 61.5

1.01 to 2.00 10.0 23.1 24.1 30.8

over-2:00 0.0 7.7 0.0 7.6

d.f.= 6 p=,575

Eta=.231

1 bNum er of test items appear in brackets.

160
I.
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Table 3.6.14

Correlations Among Several NABP Math Item Variahle,s

(Booklet No. 2, 75 Items, 9-year Olds, 1977-78)

Variable
SR(1-p) SR(3,-p) 171

Item Order

Standardized
Residual' (1-p)

Standardized
Residual (3-p) .

Item Difficulty (p)

Item DiScrimination (r)

Format (F)

.19 \ .0$ -.51 -.44 -.09

..17 -.26 -.60 -.27

11=Mu1tiple-Choice; 2=Open-Ended.

.15 -.19 -,01

.40

.49\
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'Table 3.6.15

AssocLatioii Between,Standardized Residuals
and NAEP Item Content Classifications

(Booklet No. 2, 75 Items, 9 Year Olds, .1977-78)

Content
Category

Number
of

Items

1-p'
SR(5:1.0)

(n= 12)

Standardized Residuals

SM>1.0) SR(1.0)
(n= 63 ) (n=,57 )

SR(>1.0)

(b= 18)

Story Problems 13 15.4 84.6 76.9 23.1

Geometry 9 33,.3 66.7 88.9: .11.1

Definitions 19 21.1 78.9 73.7 26.1

CalcUlations 23 8,7 91.3 73.9 26.1

Measurement 5 00 100.0 100.0 0.0

Graphs and
Figure:; 6 16.7 83.3 50.0 50.0

,

= 4..74
.=,

cl.f.= 5 P= .515. d.f,= 5 p= :449.
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Table 3.6.16

Association Between Standardized Residuals
and Item FörMats

(Booklet No. 2, 75 Items, 9 Year Olds, 1977-78)

Format
Standardized

Residuals
1-p Results
N

. %

3-p Results

Multiple-Choice SR(5.1.0) 8 10.7 32 42.7

SR(>1.0) 32 4.2.7 10.7

Open-Ended SR(<1.0) 4 -5.3 25 .33.3

SR(>1.0) 31 41.3 10 13.3

=.482 .358

1)=.487 d.f.=1 p=.551

4
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Table 3.6.17

Association Between Standardized Residuals
and '"IteM Difficulties

'(BookleCNo: 2, 75 Items, 9 Year Olds, 1977-78)

Difficulty
Level'

Standardized
-Residuals

1-p Results
N %

3-p.Results .

N %

Hard <.5)
1.°

SR(<1.0) 6' 8.0 31 41.3

SR(>1.0) 34 45.3 9 12.0

Easy (p.5) SR(<1.0-) 26 -' 34.,7

SR(>1.0)-, 29 38.7 9 12.0

0

e= .003

d.f.= 1 p=1.00 d.f.=1 p=.957

_16,4

0.7

4/
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Table 3.6.18

Association Between Item Formats
and Item Difficulties

(Booklet No. 2, 75 Items, 9 Year Olds, 1977-78)

Difficulty
Level Format

'Hard

Easy

(p<.5)

(p>.5)

Multiple-Choice

Open-Ended

Multiple-Choice

Open-Ended

23

17

17

18

30.7

22.7

22.7

24.0

0'

x2=.293

d.f.=1 p=.588

P3 5
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Table 3.6.19

Descriptive Statistical Analysis of
Standardized Residuals

(Booklet No. 2, 75 Items, 9 Year Olds, 1977-78)

Difficulty
Level Format

Number.

of I

Items/

1-p Results

-i SD
,

Hard (p<.5)' Multiple-Choice 23 2.69 1.47

Open-Ended 17 1.67 .68

Easy (pi,_.5) Multiple-Choice 17 1.81 1.1

pen-Encle.t.1 18 1.72

/

/

;

,

/

/

/

Li-p Results

.81 .25

.89 .31

1.04 1.15

.91 .20

166
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Tatile 3.6.20

.Relationship Between Item Discrimination Indices

0

and Standardized Residuals

(Booklet No. 2, 75 Items, 9 Year Olds, 1977-78)

Model
Standardized
Residuals -.01 to .30

Discrimination Indices
.31 to .50 .51 to .70 .71 to 1.00

( 9 )1 ( 18 ) ( 34 ) ( 14 )

1-p 0.00 to 1.00 0.0 11.1 29.4 0.0

1.01 to 2.00 0.0 27.8 70.6 14.3

over 2:00 100.0 61.1 0.0 85.7

.2
4 = 50.77 d.f.= 6 1)=.000

Eta= .744

3-p 0.00 to 1.00 77.8 83.3 73.5 71.4

1.01 to 2.00 11.1 16.7 26.5 28:6

over 2.00 11.1 0.0 0.0 0.0

X2= 8.78

Eta= .114

d.f.=6

1,
-.Number of test items appehr in brackets.

0

P=.186
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Table 3.6.21

Correlations Among Several NAEP Math Item Variables
(Booklet No. 1, 58 Items, 13 Year Olds, 1977778)

Variable
SR(1-p) SR(3-p) F1

Item Order .06 -.03 -.27 ' -.20 -.09

Stan'dardized
Residual (1-p) .16 -.38 -.57 -.09

Standardized
Residual (3-p) -.03 .05 .97

fLem Difficully (p) .41 .08

ILum.DiseriminaLiun (r) .46

Format (F)

11=Multiple-Choice; 2=Open-alded.



-153-

Table 3.6.22

Association Between Standardized Residuals,
and NAEP Item Cont,ent Classifications

(Booklet No. 1, 58 Items, 13 Year Qlds, 1977-78)'

Content
Category

NuMber
of

Items
SR(<1.0)

(n= 13)

Standardized Residuals
1-p 3-p

SR(>1.0) SR(5.1.0)

(n= 45) (n= 45)

SR(>1.0)

(n= 13)

Story Problems 14 21.4 78.6 85.7 14.3

Geometry 14 28.6 71.4 85.7 14.3

Definitions 9 33.3 66.7 88.9 11.1

Calculations 15 13.3 86.7 53.3 46.7

Measurement 5 20.0 80.0 80.0 20.0

Graphs and
Figure:4 0.0 100.0 100.0 0.0

1

'= 1.95

p= .856

7.10

.1.= 5 p= .213



0

-154-

Table 3.6.23

Association Between Standardized Residuals
and Item Formats

(Booklet No. 1, 58 Items, 13 Year Olds, 1977-78)

Format
Stanciardized

°Residuals
1-p Results
N

3-p Results
N_

Multiple-Choice SR(<1.0) 9 15.5 31 53.4

SR(>1.0) 27 46.6 . 5 8.6

Open-Ended SR(<1.0) 4 6.9 14 24.1

. SR(>1.0) 18 . 31.0 8 13.8

X'=.078 2=2.78

d.f.=1 p..780 d-f.=1 p=.096

I.
0

17
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Table 3.6.24

Association Between Standardized Residuals
and Item Difficulties

(Booklet No. 1, 58 Items, 13 Year Olds, 1977-78)

Difficulty
Level

Standardized
Residuals-

1-p,Results 3-p Results

Hard (p<25) SR(<1.0) 2 3.4 19 32.8 °

SR(>1.0) 20 34.5 3 5.2

Easy (p>..5) SR(1.0) 11 19.0 26 44.8

SR(>1.0) 25 43.1 10 17.2

X =2.49 X
2 _-

. 862

d.f.=1 p=.115 d.f.=1 p=.353

171



Table 3.6.25

Association Between Item Formats'
and Item Difficulties

(Booklet No. 1, 58 Items, 13 Year Olds, 1977-78)

Dilficulty
Level Format

Hard (p.5) Multiple-Choice 15 25.9

Open-Ended 7 12.1

Easy (p>.5) Multiple-Choice 21 36.2

Open-Ended 15 25.9 ;,

d.f.=1 p=.638
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Table 3.6.26

Descriptive Statistie.al Analysis of
Seandardied Residuals

(Booklet No. 1, 58 Itemg, 13 Year Olds, 1977-78)

Difficulty
LeveL Formnt.

Number 1-p Results 3-p ResUlts
of

Items X SD X SD

Hard (1).-5) Multiple-Choice 15 2.3,8 1.60 .84 .19

Open-Ended 7 1.88 1.33 .94 ,31--

Easy pa.5) Multiple-Choice 21 1.72 1.21 .84 .38

Open-EnC.ed . 15 J .73 .83 1.09 .45

1 73
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Table 3.6.27

Relationsbip Between Item Discrimination Indices
and StarldardiZed, Residuals

Model

(Booklet No.

Residuals,

1, 58 Items, 13 Year Olds, 1977-78)

Indftes
.51 to .70 .71 to 1.00-.01 to .30

Discrimination

.31 to_ .50

( ).1
( 15 ) ( 26 ) ( 11 )

1-p 0:00 to 1.00 13.3' 42.3 0.0

1.91 to 2.00 0.0 53.3 50.0 45.5

over 2.00' 100.0 33.3 7.7' 54.5

2
X = 26.9 'd.f.= 6 p=.000

Eta= .628

3-p 0.00 to 1.00 66.7 86.7 .80.8 63.6

1.01 to 2.00 33.3 13.3 19.2 36.4'

over 2.00 0.0 0.0 0.0 0.0

0.

x2=2.51 d.f.=3 p=.474

Eta=.208

'Number of test items appe:ir in brackets.

4
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Table 3.6,2"

Correlations,. Amon& Several NAEP Math Item Variables
(BookletNo. 2, 62 It9ms,-13 Year Olds, 1977-78)

Variable
SR(1-p) SR(3-p)

IteM Order

Standardized
Residual (1-p)

Standardized
Residual (3-p)

.

Itum Diffieulty (p)

Item Discrimination (r)

.21 -.13

.29

-.29

-.43

-.24

-.16

-.71

-.29

-.29

-.31

.17

.07

..44

Format (F)

11=Multiple-Chodce; /2=Open-Ended.
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Table- 3.6.29 0

'AssociaLion Between Standardi?.ed Resf,duaLs.,N
nnd NA-EP [tem Content Classifications

(Buokjet No. 62-Items, 13 Year Olds, 1977-78)

Story roblems

Ceometr

Definitio s

Calculations
,

\
t

Measurement\
,

n

Graphs and
Figures'

Number
of

Items
SR(5.1.0)

(n= 15)

1-p

Standardized Residuals

SR(>1.0) SR(.1.0)

(n=f 47 ) (n= 47 )

3-po

SR(>1;0)

(n= 15 )

15 26.7 73.3 -.- -80.0 20.0

" 11 18.2 81.8 63.6 36.4

7 0.0 100.0 '85.7 , 14.3

22 31.8. ) 68.2 7.7.3: 22.7

i
1 100.O. 6.0 , 0.0 . loo.o

6 -16.7 83.3 83.3 16.7

,

6.52 4..75

-.259 -d.f.= 5

176
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Table 3.6.3O

Association Between Standardized Residuals
and ftem Formats

(Bo011et)o.'2; 62 Items, 13 Year Olds, 1977-78)

Format
Standardized 1-p Results

Residuals
3-p Result.-

Multiple7Choice

Th\

SR(5.1.0)

SR(>1.0) 25

8.1

40.3

26

4

41.9

6.5

Open-Ended 3R(<1.0 10 16.1 21 33.9

SR(>1.0) 29 "/ 11 117.7

2
= 2.67

d. f . = 1 7.297 d. E.= 1 p. . 102



;

a

Table 3.6.31

Association Between Standarazed Residuals
,-and Item Difficulties

(Booklet No., 2; 62 Iiems, 13 Year O1ds,.1977-,78)

Dif4culty
Level

Standardized
. Residuals

to,

1-p Resu'lts. 3-p Results t

Hard '(p.<,.5)

Easy (p>5).

-

t

/
)

SR(<1.0)

SR(>1.0)

Si(<1.,0)

SR(>1.0)

2
-..,

23

13

24

3.2

37.1

21.0 .

38.7-

%

77 27.4

8 12.9

,

30 48.4

7 11.3

X2=4.60 X2=.77

p=.032 d.f.=1 jp='380

178
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Table 3.6.32

Association Between Item Formats
a4 Item Difficulties

(Booklet Non 2, 62 Items, 13 Year Olds, 1977-78)

Difficulty
Level Format

11 'Hard (p<.5)

ci

0

Multiple-Choice

Open-Ended

Easy (p>.5) Multiple-Choice

Open-Ended

12

13

.X2= 0 0

19.4

21.0

29.-0

30.6

d.f.= p=1.00

1 9
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Table 3.6.33

Desdriptive Statistical Analysis of
\ Standardized,Residuals

(Booklet N. 2, 62 Items, 13 Year 0 ds, 1977 78)
\

Difficulty
Level

?..

Hard ( <.5)

Basy (pL.5)

I4Ormat

Number
of

Items

1-lp Results

TI

3-p Results

SD SD

Multiple-Choice 12 3. 07 2.06 .87 .24

Open-Ended 13 1. .72 .86 .31

,Mu1tiple4-Choice 18 1.71 1.04 .74 .16

Open-Ended 19 1.d6 ..62 .91 .38

0

160
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Table 3.6.34'

Relationship Between Item Discrimination Indiceg
and Standardized Residuals

(Booklet No. 2, 62 Items, 13 Year Olds, 1977-78)

Standardized Discrimination Indices /I

Model Residuals -Al to .30 .31 to .50 .51 to .70 .71 to 1.00

( 4 )1 (.,9 ) ( 36 ) ( 13 )

1-p 0.00 to 1.00 0.0 11.1 - 38.6 0.0

1.01 to 2.00 0.0 11.1 55.6 46.2

over 2.00 100.0 77.8 5.6 53.8

X2= 34.40 d.f.= 6 p= .000"
Eta= .666

3-P 0.00 to 1.00 50.0 77.8 77.8 76.9

1.01 to 2.00 50.0 22.2 22.2 23.1

over 2.00 0.0 0.0 0.0 0.0

X
2
= 1.56 d.f.= 3 p= .669

Eta= .158

'Number of test items Zbpear in brackets.
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Table 3.6.35

CorrulaLiuns Among Several NAEP Math 1Lem Variables
(Booklet N9.11 and

Variable

Item Order.

Standardized
Residukl (1-p)

Standardized
Residual (3-p)

Item DifficulEy (p)

Item DiscrImination

Format (F)

2, 260 Items, 9 and 13 Year Olds, 1977-78)

SR(1-p) SR(3-p) F1

.113 -.30 -.62 -.25

.09 -.11 .07

.41 .04

.49

1
1=Multiple7Choice; 2=Open-ECided.

r't
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41
Table 3..36-

0

0

Association Between Standardized Residuals
and NAEP Item Cohtent Classifications

(Booklets.No. L and 2,..260 Items, 9 and 13 Year Olds, 1977-78)

Content
Category

Number
of

Items

1-p

SR(s1.0)

(n=48):

Standardized

SR(>1.0)

(n=212)

Residuals.
3-p

SR(s1.0)
(n=197)

.

SR(>1.0)

(n=63)

Story Problems 52 21.2 78.8 82.7 17.3

,

Geometry 48 22.9 77.1 75.0 25.0,

Definitions 42 16.7 83,3 78.6 21.4

.

Calcurations -83 . 15.7 84.3 69.9 30.1

Measurement 17 11.8 88.2 82.4 17.6

Graphs and
Figures 18 22.2 77.8 72.2 27.8

0

X2= 2.08 X ' 3.65

d.f.= 5 p= `. 838 d. f .= 5 p= -602

a

183
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Table 3.6.37

Association Between Standardized Residuals
and Item Formats

'(Bookiets No. 1 and 2, 260 Items, 9 and 13 Year Olds, 1977-78)

Forniat
Standardized

Residuals
1-p Results 3-p Results

Multiple-Choice SR(..5.1.0) 24 9.2 115 44.2

SR(>1.0) 116 44.6' -25 9.6

----......:41

Open-Ended SR(<1.0) 24 9.2 82 31.5

SR(>1.0) 96 36.9 38 - 14.6

,2_ 2.
A -.186 X = 5.98

d.f.= 1 p=.666 d.f.= 1 p=.015

184
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Table 3.6.38
a.

Association Between Standardized Residuals
and Item Difficulties

(Booklets No. 1 and 2, 260 Items, 9 and 13 Year Olds, 1977-78)

Difficulty
Level

Standardized
Residuals

1-p Results
N

3-p Results
N .* %

Hard (p<.5) SR(<1.0) 14 4 5,4 99 38.1

SR(>1.0) 110 42.3 25 9.6

,

Easy (p>.5) SR(:::1.0) 34 13.1 98 37.7

SR(>1.0) 102 39.2. 38 14.6

to

A.= 7.21 1.74

u.f.= 1 p= .007 d.f.= 1 p= .188_



4

-170-
ck

Table 3.6.39

Association Between Item Formats
and Item Difficulties

(Booklets No. 1 and 2, 260 Items, 9 and 13 Year Olds, 1977-78)

Difficulty
Level Format

Hard (p.5) Multiple-Choice

Open-Ended

70 26.9

54 20.8

Easy (p>.5) Multiple-Choice 70 26.9

Open-Ended' 66 25.4

.4-63

1 p= .496

rç °

a
4::!e,
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Table 3.6.40

Descriptive Statistical Anplysils of
Standardized Residuals

(Booklets No. 1 and 2, 260-Items, 9 and 13 Xear Olds, 1977-78)

Difqculty
Level Format

Number
of

'Items

1-p Rasults 3--p Result's

SD X SD

Hard ()<.5) MUltiple-Choice 70' 2.73 1.55 .82 .23

Open-Ended 54 1.64 .81 .86 .2e

Easy (p?_.5) Multiple-Choice 70 1.79 1.10 .90 .64

Open-Ended 66 1:67 ' .97 .38

'A 7
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Table 3.6.41

Relationship Between.Item Discrimination Indices
and Standardized Residuals

(Booklets N.. 1 and-2, 260 Items., 9 and. 13 Year Olds, 1977-78)
z

'Model
Standardized
Residuals -.01 to .30

Discrimipation Indices
.31 to .50#, .51 to .70 .71 to 1.00

1 4

( 29 )1 - ( 55 ) (125) ( 51 )

1-p 0.00 to 1.00 0.0 10.9 33.6 0.0

1.01 to 2.00 0.0 32.7 62.4 29.4

over 2.00 100.0 56.4 4.0 70.6
,,.,.

; 2 = 143.7 c d.f.= 6 p= 0

ELa= .691

3-p 0.00 La 1.00 , 75.9 80.0 76.8 68.6

1.01 to 2:00 20.7 18.2. 23.2 29.4

over" 2.00.. 3.4 1.8 '0,0 2j)

5.28. p=.508'

Eta= .092

1Number of Lest items appear in b-rackets:

%.

le

4

1 8
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Table 3.6,36

Relationship between standardized residuals and co tent categories,

'The pattern of standardized reSiduals is the same across content

categories. Misfit statistics.for.both the one- and three-parameter
models clearly are unrelated to the content of the test items. Of

course, the standardized.residuals are substantially smaller for the

.yhree-parameter model.

Table 3.6.37 ./

AssociatC;n.hetween standardized residuals and item formats. It

seemed useful to ,know whether the pattern of misfit st tistics
for Multiple-choice and open-ended test items was the,sate with
the one- and tTiree-parameter models.

-

2. The pattern of misfit statistics with the three-parameter model:was

Also about the same for the two,itet, formats. SomeWhat surprisingly

the res6lts were a little poorer With the open-ended itets. One

conjecture is that the c parameters were over estimated.1

Table 3.6.38

.ASsociations between- standardi:zed residuals and item difficulty,

1. The one-parameter standardized residua,ls were substantially higher

fox diffipult items thati for easy items.

2. The three-parameter standardied residuals were unreaated to item

difficulty.

Table 3.6.39

Association .between item formats,and item difficulty. .

There were approximately the,sime number of hard ahd easy test items,.

and the disttibutiewof items ifl.each format for hard and-easy itemS

. was about,the same. .There were a few more easY dpen-ended te§t items

than hard open-ended test items.

The,pattern,of misfit sEatist*A with the one-parameter model 's about

the same with the two item formats. Residuals were someWhat larger

with multiple-choiCe

1The problem was likely'due to our f.p.ilureTto designate sometest items

as "open-ended" when runniRg LOGIST.

R. 59.
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Tabl,, 3.6.40

Analysis of standafdized reSidu' ls for ites organized by
difficulty and format.

1. Hard multiple-ch ite itemS.had SubstantiallY larger residUals when fit,
by,the Oneparame r mriel than easy items in eitherformat; Or hard
tems in open-ende (format!.. This result:suggests'that the problem is

due to a -failure to 4 'count for gueSSing behavifir (note,,the Tit w
better for.hard open-ended items wheie guessing behavior is-not
operative). The difference's between4the 'average one-parameter alia,
three-parameter model standardized reSiduals, except for the_hard
multiPle-choic test items, bare probably due.to the difference in the
:way item' disctiminAing power is:handled. With the hafd multiple-

test items, Ahe difference is due to a failure to account for
bOth item discriminating power and examinee guessing behaViof'in the
one-parameter model.

.ster

2. There were no relationships among item difficulty level, item format,:
and standardized residuals obtained from fitting the three-parameter,
model. o _

Table 3.6..41

Relationship between item\dis-__rimination indices and standardized
residuals.

1. The one-parameter model resislualS are'non-linearly related to classTcal7
item discrimination indices (Eta=.691). - - ,./.

, /

2. The,three-parameler.model residuals are not related in any fashion
'to41assical item discrimination, indices.(E,ta=.061).!

f

2In suMinary, the results of our hyPOthesis testing:showed clearly that

the test items,in the'content categories we morked wia were nOt in any

way being fit better or worse by the item reponse models, and failure to

consider examinee guessing behavior and variation in item discrimIpating,
t

power fe5ulted in-the one-parameter model_proViding Substantially poorer
. r.

fits e variou's test data sets than the three7paraMéter;mcdel.

0
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4.0 Conclusions

44 Implicatipns of Findings fdr NAEP.

\
The potential o item response theory has been, widely documented

but that potential is certalnly not guaranteed when applied to parti-

cular tests, with particUlar.samples of. examinees ot. when used in

.\

particular applicationg. Item response theory is not a magic wand

to wave over a data set to fix all of the inaccuracies and inadequacies

in a test and/or the testing procedures. But, when a b4nk'Of content valid

and technically sound test items is available, and goodness of fit studies

reveal a highi match between the,chosen item response model.and the test data,

item response models.may be useful to NAEP in test develOpment, detec-

tion oE biased items, pate reporting, equating test forMs and levels,

-item banking,, an,?aher applications as well. ,.The goals of this

" study were in a general way aimed ap all possible item 'response model

applicationsto NAEP data, but specifically _aimed at the poSsible

,uses of.iteM xesponse models in mathematics item banking-, one of the

-

). lather imPortant concerns oE ECS on the NAEP project at the present
--

t

time. Still, there is great intetest at the national,.state,,district,

and sclioo1-1tvel.in iteM banking and NAEP-eXercises. In addition to
. _

I

thesoverall uality of NAEP exercises, NAEP exerciseS'are "normed"
1. -

an8 ''§o inter
7

in them and their statistits is high.

Tha imp. ications of the present study for NAEP are the following:
/

1. A large,number of goodness of.fit investigations were
described in Chapter 2 and several new investigations
were conducled and described in Chapter. 3. Many of
these,investigations can now be.---txied.on other NAEP

191
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, data sets t6 determine the generalizability of the
conclusions drawn in this '§tudy concerning model deta
fit: .

2. The findings-6T-this investigation clearly support the
desirability of Conducting a wide rahge of analyses on
a data-set, and on several data sets.. We, e a naitow

set of analysesto be conduOted on.(possibl a single
model a A_data-set t.re interpretation of resiLts would
have been more confus ng and difficult. ,The a,proaches

scribed in Figure 20.1 'should provide-some direction
NAEP staff and other researchers with an interest

T applications.

It seem clear that the three-parameter model performed
substanti ly better than the one-parametermodel. The.

. results wer not especially surprising, given informa-:
tion about th ways th whitch the NAEP exercises are

constructed (i.` telatiVely'little use is made of item

statistical info ation in test development). !While the

utility of the th over tne one-parametermodel was .

not t..4o surprising,' the actual fits.of thethreb7paraMeter

. .

model to 'the.data se\S- were. The study.of stahdardized
residuals at the item level and abi4ity level/revealed a
very good fit of the three-Paramett model. 1 .

4. Npt all of the analyses reVealed high threeparameter
model-test data fit. ,The studies of "bias" werkthe
m6st confusing. Regardless of whether theAhree-
parameter modelor the one-parameter model was fitted
to'the-Tdata; a number of potentially "biased" items were

everal possible ,explanations 9

Several test items are biased against one.group or-
anbthet (el., race, or high and low -performers) or
tHereroblems in item parameter estimation (e.g.,
.c parameters cannot be prOperly estimated in high
performing groups,.or in any groups.-7 black or.white
or hApanic --.if group size is of the size used in
tnis investigation). ,

Perhaps.-the.most important ,finding is that it s niOly
Ainlikely that the,one-parameter model will be Useful' ,

with NAEP mathematics exercises. This is tn spitb of the
.fact_that mahy other,organizations-,are very pleased with
their l'ilork with.the one-parameter Model., With NAEP '

mathethatics booklets it appears there id too much. vati-
atiOn.amohg Mathematics items in their discriminati"og.
power and tdo much guessing on the har,a multZple-choice
test items fortlie-bne-para-meter mode,1 to provide an
adesuate fitto.the test data'._

1 9 2
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It is our opinion that the results from the first part of the study

will be of interes't and value to measurement specialists who are con-

sidering the usefulness of item response models in their work. Essen-

tially, we are recommending that measurement specialists design and

carry out a comprehensive set of analyses to provide themselves with

sufficient information to make informed judgments about the usefulness

of item response models in their particular applications. The amount

of effort extended in collecting information will be, of course,

directly related to the importance of the intended applications.

The second part of the study provides information that can impact

on the future use of item response models in NAEP. There is considerable

evidence in Chapter 3 suggesting that the three-parameter logistic model

provides a very good accounting of the actual mathematics test results.

The one-parameter logistic model did not. It may be that NAEP will now

want to consider utilizing the three-parameter model in some small scale

item bias, item banking, and test development efforts to determine the

utility and appropriateness of the three-parameter model. Such investi-

gations seem highly worthwhile at this time. Of course, it may be that

with other content areas the one-parameter model may suffice, and for

problems of score reporting new models being ceveloped by Bock, Mislevy,

and Woodson may be substantially better than the three-parameter logistic

model.
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, 1°C , ,
* ,

c TH IS PROGRAM W AS DESIGNED AT THE UNIVERSITY CF MASStCHUSET TS
, C. ON THE Ca C CY BE R 1 75 IN T HE FORTRAN VE RSION 5 LANGUAGE

,, C ,

C
C.

C
C OUTPUT IS PRINT EC ON TAPE 8
C DA TA IS <READ ,I N ON *TAPE-5, 1-APE5u, TAPE60
C TA E_''53 CONTAINS ITEM FA RAmETERS
C TA PE6U CONJAINS ABILITY ESTI mAT ES AND RESPONSE VECTORS FOR ALL 8 XAMINES
C T APE5 CONT AINS PRCGRA t, OPVIONS
Cc,
LC DIRs-C TIONS FO? SET TI rG UP DATA ECECK ON TA'PE5
c ,

,
c,
c CARD 1-.REA9 IN USER DE-FINE D TITLE (ITITLE)
C CARD 2-NUMBER CF ITEMS (ITEMS)
c CARD 2-NUM8ER. OF ExA ti lNEEs ( NSURJ)
C CARD 4-MAXIMUM ABILITY VALUE (R?AX)
C CA RD 5-MINIMJm ABILITY VALUE (RMIN) ,
C OA RD 6-sIZE OF AN ABILITY 'CA TEGCRY (SIZI NT)
C. CA RO 7-00 YoU. WANT TH i P VALUES (IPP) PRINTED ?
C Y FOR YES OR N FOR NO
C CARD 8-Do YOj WANT T FE RESIDUALS ( IPR) PRIN-TED ?c Y FOR YE S 0 F N FOR NO .
C CARD 9-00 YOJ WANT THE STANDARDIZED RESIDUAL c (IFS ) PRINTED?
C ' Y FOR YES OR N FOR NO .

c
READ (5, 520) ITI TLE ,0

52 0 FORMPT (2) A id

PROGRAM TEST(INPU1, DUTPUT,TAPE50,TAPE60 ,TAPE8, TAPE
D.IMENSION EX (19 r75) A (75 ) ,B 175) ,C (75 )
DIMENSION SE (1.9,.75) ODE (1 9, 75 ) ,SV (19,75V ,PESIC(15,75)
D IMENSION IR ESUL T(1.9,76) ,IANS (75 ) ,PRESULT (19,75)
DIMENSION ITITLE (23 ) ABI L(19)
REAL LEVEL
CVARACTER1D DA TE,T ODAY

WRITE HEAD ING PAGE FOR UmA SS

TODAY=DAT:' ()
WRITE (8,1 )TDDA
FCRMAT (1,HL ,//// // 35,y ,-RES IDUAL ANALYSES OF LOGISTIC TEST DATA",

*/,,5u)?,"DATEt",A10,/ "i VERSICN 3A )",//// ,g4C X,
***PROGRAM 9Y LINDA MuRkAY", /, 51x,"RONALD HAHBLETCN",
/ ,q1X,"ROBERT SI mCN",/// // ,i5X,
***DEVELOPED AT THE UNIVERSITY OF MASSACHUSETTS" ,/,44X,
***SCHOOL OF EDUCA T lON",/, 42x,
st"UNDER A GRANT FRCM NAEP")

WRITE(8,530) ITITL
530 FORMAT (////,35X ,20A4,///

READ(5,1) ITEMS'
READ(5,1) N SUBJ

1 F'ORMAT.(IT )
READ (5, 2) RMA

2 FORMAT (F5. 2)
RrAD (5 )RmIN
READ (5,2) S IZ INT
READ(5,3)Ipp
READ (5,3) Ipp

3 FCRMAT (Al )
READ(5,3) I FS 20J



C Lc.,I MIT IS THE NUM3ER .CF ABILI TY CATEGORIES

LIMIT= ( ABS (RMIN) iRMAX) /S IZ.IN

WRITE ( 8,?.1 1IT EMS ,NSUE3J,LIMI T ,

21 FORMAT ( /// Y/ 935X ,I3 , "IT EMS / "91,5, EXAMINEES / a',
. "..12, ABILI TY GROUPINGS " ) ,

C
,

.

C MO CEL 1 IS TH.--- ONE P,A FA PIETER LOG ISTIC 40DEL
. C

C
, MODEL=1

. b

8 ITEMONE I S . THE L A T CCLUMN IN THE OBSERVED p VA LUE MATRIX
C FCR COUNTING THE NUMBER OP PEOPLE IN AN, ABILITY CATEGORY

I 1EMO,NriIT EM S 4-i. .

C , D

C RE AD IN FOR MO (EL 1 CN TAPE6C A 1 B)C PARAMETERS FOR ALL ITEMS
-C

DO 4 I=1. 1 I T EMS
READI6C,92..U.1 i_(I),B (I),,,C (I),

200 FCRMAT (3X,.3(r 6.3))
4 CONTINUE., ,

' G ( TO l'i
5 C (NT INUE

: REWIND 6: , o

:, C' .
C REA L IN -FOR MDCEL, 3. CN TAPE6 0 THE A 93C PARAMETERS FCR ALL ITEMS
C ' , ifC MODEL 3 IS THE, THREE F'ARAMETER LOGISLIC MODEL.
C.

. MODEL=3 k.

-. O. 6 i=1 r I TEMS
''. READ(60,7,) A ( I), B (I-)C (I )

7 FORtl'AT1,24x ,3 (F6.3)) ,
e.- G 0 NT:I N lIE ..0.r

. %O.Z0 ,1,1 .

8 ,ChUfTINUE'
s0P ic

c THIS IS TNP TERMINAT ION OF T HE RROGRAM .
. .

c c,THE c WE (Kt.; L 0'.1 T HI POINT IS USED TO CAL CULL+ TE0 THE ?) VALUES AND RE SICUALS
C '

44CON e
C
C AB IS THE MIDD CI NT OF T HE LOWEST AB IL IT Y CATEGORY

C- AlT=R44+(.S I7I.:NT/ 2.(2 I .
'C .

,

C THIS LOOP CALCULATES THE MIDPOINT OF THE ABILITY CATEGORIES,' ABIL( J) ,
C AND Ti-f, E xPE0 TE 0 P VA LUES MATRIX, EX (J ,\I)
C

DO 30.. I=1,ITEMS
. DO IL,: J=1,1. iNI T .

A..eIL ( J),=c4 3+ (J-1) t.SI ZI:Ni"
. C10= (1.,PLA ( I) f' (0 T,L(J )-B(I) 11

0=2 .718281 8"( DO I
' EX (J,I)=C ( 1)4(1.0-CW1*(0/(1.040))IF(EX (J,I) .CT..'61)EX(J,I )=. 01 ..

,IIF (FX (U,I ) GT, ...99)EX (J ,I )=*. 99 2043C U C 0N, I NUE 6,

'C ,. - ,.
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KCOUNT=.

FCR DcIF RMINI NG
BEYONn THE CHOSEN

GUT ARRAY IRESULT WHICH COI,TA INS THE NUmBER
ANC THE NJMBER F EXAMINEES WHO GET THE I TEMS

DO 48...1=1 LI T
CM E

NFLI)71:31
480 CONTINUE

E. NumBER OF EXAMINEES
Rik N r:, E

OF EXAmINEES IN AN tBILITY CATEGCRY
CCRRECT

C Rc- AD IN FOR =I THER MCCEL ON TA PE5C THE ABILI TY EST IVATE (LEVEL) AND THE RESPONSE

1 5

1 6
19

490

VECTOR) FoR E ACM EXAMINEE ( IA NS( K) )

DO i. 1=1 ,NSURJ
IF( MODEL.E O. 3)G0 10 15
REA0(50,490)LEVELOIANS(K) .K=1,ITEMS)
GO TO 19
CONT INUE
REA 0(5,),151LEVEl, (IANS(K ).K =1,ITEMS)
F (RmAT (I,16X,F16. 2, 2X, 73 Ill
CCNTINUE
F CRMAT F 10. 3,16X, 2X, 7311 I

C KC CLNT COUNTS tf,' THE NUMBER OF EXAMINEES
0 MINIMP4 ABIL ITY VALUES

THAT FALL BEYOND Tg-VA XIMU

IF( (1.0/71_,. GT. RMAX) OR. ( LEVEL .LT RMIN) ) KCUNT=KCCUNT
IFULcVEL . GT .RmA X 1.OR. (LEVEL .LT .RMIN)1G0 TO it- C

C IA BIL IS THE A BILITY ESTIMATES T RANSFCRMED INTO AN ABILTY

rARIL.((LEvEL+ABS(RMIN) )/SI ZINT +1)
IPESULT (IA Ell., IT EPONE ) =IRE SULT (IARIL. IT EVONE )+4
DO 2C J=1. ITEMS
IRESULT (IA BI J) =IR ESULT (IAD IL ,-J) f IA MS( J

2 C C CNT I NUE
CCNTINUE0

CATEGORY

PRESULT IS THE MATRIX OF OBSERVED P VALUES

CO 22 t: Ij,ITEMS
00 22:! J=.14 LIMIT
PRESULT (.1, I )=-(F LOAT (IRESULT (j,I 1/FL OAT ( IRESULT (J,ITEMONE.)))

220 CCNTINUE
REWIND 5

DO yo.0 WA NT TO PRINT OUT THE P VALUE TA91,PS??????????';'?
IF E0 IPP IS TO- V

I F (IPP. NE . "Y") GO "0 471

PR INT THE EXP:- CTED P VALUES MA TR IX

eIRITE (8,?c3C) MODEL
WRIT'- (89110)

11 .) P-ORM, (55( l'AR IL ITY LEVEL' )(I,I=1,LINIT
.13 FCPm! (3X ."CATEGCRY.1X, 19 (3X,I3)/)
250 FORM- :,(111 ////, 43X. *EXP ECT ED P . VALUES '

.yRITE(8;55 ) (ABIL(J),J=1 .

55 FORMAT (/, 3 (,"MID-POINT",'2X,19 X,F 5. 2 )/

PARAMETER VODE L' ,////

Lot
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WRPTE13,1 1.(IRESULT ITEMCNE),I=1 LIMIT!

150 F-Ttli-i3C/1,,-4 9,) 'ITEM'
L=1::
CO 40. I;%--.1 ,ITEMS
WRITE(9,45(1)1,(EX(J.I),J=1,LIMIT)

450 FORMAT(x, 6x,1c(F6. 3) )
K=MOOL I.LI
IFLK.NE.,)1G0 To 45-1
WRITE Ni.?5

45 1 CONTINUE
40 C CONTINUE

C PR INT THE OBS= RVED P VA LUES MA TR IX

WRITE (.8,470)
47 0 FORmA T( /// / )

WRITE(8,12)
WRI TE C 3,51 0) MODEL

1:12 WRITE(8,11)
11 5 WRITE(8,120) I=1 LIMIT

WRITEL8,55) (ABIL (J),J=/ ,L IMIT
WRITE ( 8,1 30) (IRESULT (I,I TE HONE) I=1, LIMIT)

130 FORMAT (3)( 'NC. CR'. 7,2X, ' EXAMINEES' ,iX,19( 3X, I2)//1
WRITt (8,150)

CO FORMAT (////, 'THE NO. OF EXCL UDED CASES , I9 )
12 FORMAT (1-11

51, 0 FORMAT ( /// X, 'OBSERVED P VALUES...* , , PARA NETER MODEL' I/ ///)
DO 27- 1=1. ,ITEMS
WRITE(8,26L)I.(PRESULT(J,I),J=1LIMIT)

260 FORMA T (6X, 12,6 X, 19( F6.3))
K=HOOL I,L I

. IF (K .NE.U) GO TO 261
WRITE (8,26 2)

262 FORMAT (/ )
26 1 CCNTINUE
27 0 CONTINUE

WRI1E(8,17 C) KCOUNT

471 CONT INUc
C GO no RES IDUAL.S.,.. AND STD RESIDUALS FOR THIS CASE

CALL ( MS,1_ IMIT, EX, IRESU (T,PRESULT, ITEMONE, MCCEL,
I FR, IPS, Al ILI NSUBJ, KCOUNI T)

C IF ONE PARAMzT ER MOCEL GO BACK AND 00 THREE PARA NETER MODEL
IF ( HOOEC . EQ .1 ) GoTO 5

C IF THREE PA METER MCOiL GO TO END OF PROGRA N
IF (MODEL . -60.3) GOT 0 8
END

C TH IS SUBROUTINE CALO U LA TES RESIDUALS, STD RESIDU ALS AND VARIOUS STATISTICS

SUBROUTIN.: R (ITEMS, LIMIT ,E X 1IR,PR, IT EMONE ,MOCEL,
*IFS, IrR,A; IL ,NSU8J, KCOUN T)

DIMENSION S,=- ( 19, 7 ) ,OE (1 9,75 ),SV (19,75) ,RESID(19,75)
flImENSION IPti9, 75) ,PR(19,75),Ex (19,75) ,APIL (19 )
IRE1=

L=1.- 207



C

C

St,

SE

IS
IS THE

C OE IS THE
C RE SID IS

VARI ANPE OF THE EX PECr EL) P VAL W1S

STA NCA RD E RROR OF THE E,<PECTED P VALUEc
RESIDUAL=-OB !ERVED- EXP ECTED

THE RESIDUAL STANDA ROI ZED

00 93,* I=1_,ITEMS
DO 90.. J=1. IIT
SV(J,I1=(EX(J. I )I' (1 .0-EX (J, I ) 1/FLOAT ( I R(J, ITEMCNE)1
SE (J, I)=SORT(SV(J,I
0E (J, I)=(PR(?)., I ) - (EX (J
RESID(J, I )=Or_ (J, D/SE( J,
IF( (ArkS (RESID(J, ) .r,E.0 ..it; CI, AND. (ABS( RESIC (J, I) ) .LT.1.6 CO) 1

4IPEr=IREG4-1
IF j((ABS(RESID (J 1) ).GE. 1. (LO".H .AND. (ABS(RES IC(J, I)) .LT . CAD H

*IRE1=IRE1+1
IF ( (ABS( RES IOU I.GE.2. CGO) tAND.tABS(RESIC(J, ).LT. .-...uL101)

*I4E2=IRE2+ 1
I F (ABS (REs ID(J, 1)).GE.3.-LiLt, IRE3=IRE3+1

90 3 CONTINUE
PERu=(FLOA T(IREO )/FLOAT( ITEMS*L IMIT) )4'103.00
P ER1= (FLOA T(IRE1 )/FLOAT( ITEMS*LINIT) )4'100.00
pER2=(FLOA T(IRE2)/FLDAT( ITEPS*LIMIT) )*1613.00
PER3= (FLOA THRE3 iFLOA T(ITEMS*LIMIT) )11/L6.4.+0
IF( IPR.NE."V*)GOTO 915

PRINT c'FSIDUAL MATRIX

C PRINT RESDO AL HEA-D1NG

WPITE (8,9U11 MODEL
9)1 POR1AT(1:11.,/,40X,'RESIDUALS- 1,11,1 PARAMETER MOOEL',//,

45X,' (03SERVED-EXPECTED) 1,///)
WRITE(8,110)
WRITE(8,91 1) (I, I=1, LImIT
WRITE(8,1735) (As IL( J) , J=1 LIMIT)

173 5 FCRMAT ( /,.3X, 'MID-POINT ', 2X, 19(F 7.3)/)
WRITE (8,1736 )(IR (I, ITEMON')

1736 FORMAT (3x, 'NO. OF', /f2X, ' EXA PINEES' ,2X ,19 (2X, I3,2X)// )
WRITE (8,150)

C PRINT PSI9UAL TA ELE OF VA LUES

CO 9t Ii,ITEHS
WDITE (8,26a) I, ( CE (J, I ), J=1,L HIT)
K:100 ( I, L )
IF(K.NE.0)G0 TO 9e9
4RITE(8,914)

9D 9 C (NT INUE
910 CONTINUE

C E LUA STA TISTICS ON THE P ESIDUALS

CALL STA TS (OE, LINIT ITEMS.A9 IL If D'IONE,NSUBJ,KCOUNT
WRITE(8,47'0)

91 5 IF( IPS.NE. "Y") GOTO 941:
C PRINT STANDARDI7EC RESIDUAL MA TRIX

C PRINT HEADING FOr< SIC RESIDUAL S

9.1.2) JOEL
91 2 FORM'AT(1Ht 'STANDr,FC:IZE...0 RESIDUALS- ,I1,'

PARAmE.TER MODEL ,///t)
WpITE-( 3,110) 203



.

w FITE (8011) ( I. I=1., LnIT
WRITE(8,17 35) ( ABIL (J)1,1=1,L IMIT )
WRITE(811736) ( IR( I , ITLMONt ),I=1,L It,1 IT)
WRITE(8,150)

911 FORMAT (14x, 19(2X 13 2y )/ )
00 926 1=1 ITEMS
WRITE(8,260) I, (REST') (J,I ), J=1, LI mrr)
K=MOD )

IF(K.NE. t: )GO To 913
WRITE (8,91 4 )

91,3 CONTINUE
914 FCRMAT (/)
92 0 CCNTINUE

4RITE (8,921
,921 FORMAT ( ////, 10 'ANALYSI S CF STANDAROIZEO RESIDUALS' ,/,

*18X , (ABSOLUTE VALUES) , /4 4X,
INTERVAL NUMBER ERC N T CUMULATIVE., /, 4X,30Y, 'PERCENT' ,/)

TOTPER=PERO
W RITE (8,32 2) IREG PER0 , TO TP ER

92 2 'FORMAT (6X, *0 TO 1', 3Y,14.,3X ,/)
TOTPER1=ER:JPER1
WRITE( 8,923)IR El ,PE R1, TO TP,ER/

92 3 FORMAT(6X, 61. TO 2' , 3X ,I4 v3Y1F6.2, EX,F6. 2 ,/)
TOTPER2=DER3 .PER 1#DER2
WPITE (8,924) IRE2 ,PEP.2, TOTPER2

92 4 FORMAT (6Y, '2 TO 3', 3Y,14 9.tX 2,/)
TOTPER3=DE R +PER1#PER2+P ER3
WRITE (8,9251IRE3,PER3, TOTPER3

925 FCRMAT(6X, *BEYOND !, ',IL, 93X ,F6.2,6X,F6.2 v/)
,C

C EVALUATF STA TIST IC S FOR ST 0 RESIDUALS

CALL STATS (RESI CoLIMIT,ITEMS ,ABIL,IR,ITENCNE,NSUBJ,KCOUNT)
943 CONT INUE
11 ( FORMAT (56X AE3IL ITN' LEVEL' )
150 FORMAT (/, 5X, 'ITE )
470 FORMAT (/// /)
260 rORMAT (i)(,I2, 5X,19 (r7.3 )1

ENO

SURROUTIN= STA TS (PESI),L T, ITE MS,ABIL, IR, I TE MCNE,NSUBJ,KCOUNT)
LMENSION- VEL IM (19 ),APSLI M(1..? ),RNSLIM(19 ), RES,IC(19 ,75 )

DIMENSION AVEITM (75) ,ABSITM( 75),RMSITM(75) vABIL (19)
IMENSION IR(19 ,75) , WA VI TM (75) ,WABITM(75

WRITE(8,471)
C 7ERO NE VALJS FOR STA TI-STICS

00 1'1i; 1=1,75
AVELIM(I)=0
ABSLIM(I)=0
R4SLI1(I)='3
AV.EITM(I)=(:
A9SITM(I)=0
RMSITM(I)=',J
WAVITM(I)=C
WABITM(I)=,2

1013 CONTINUE
AVEAVL=2
AVEABL=1)

203



A VEA VI=)

AVEAFII=3
AVERML=0
AVERMI=f1(
AVEWAV--:
AVEWAB=0

C CA LCU LATE FOR AVERAGE 13IL IT Y LEVEL AVERAGE ABSOLUTE ABILITY LEVEL

DO 1 . 5:3 I=1 ,LIMIT
DO 1J;13 j=1,ITEPS

A Vi--LIM( I) AVELIM (I) #PESIDI, J)
ABSLIM(I)=ABSLIM (I) +ABS( REsIc(I,

100(1 CONTINUE
AVELIM(.I)= AVE LIN I) /FL OA T(i TEmS)
ABSLIM(I)= AB5LIM (I)/FL OA T ITEMS)
AVEAVL=AVEAVL +A \JEL ( I)

AVE ABL=AV:: ABL#ABSLIM( I )
1i.:50 CONTINUE

A VFAVL=AVE AVL/F 1CAT (LIMIT)
AVEABL =AVE A BL/FL CAT (LIMI T)

C CA LACULATE ROO T MEAN UAFE FOR ABILITY LEVELS

DO, 12(A) 1=1 ,LIMIT
DC 11:1C J=1.9I7EM5
RhsLIM( I) = RMSL +( (RESIO II,J)-AVELIM(I))*2)

llu J CNTINUE
RmS LIM( I) =SORT (RMSL IM( I) /FLOAT (ITEMS))
A VERML:=A.,/ERML+RMSL Im (I )

12i C CNTINUE
AVERML=AVERML/FL CAT (LIMIT)

C CA LACULATE FOR AV ERA GE ITEM STATISTIC 9 AVERAGE ABSCLUTE ITEP STATISTICS
C-

DO 14i10 I=1, ITEMS
00 131 Ei J1,LI t.IT
AVT--ITM(I)= AVEITM (I) #RESI 0( J, I)
ABITM(I)=ABSITM(1) +ABS( RESID(J, I ))

13:10 CONT INUE
A VEITM(I):: AVEITM (I)/FLOAT(LIMITI
A ESITM(I)--: ABS IT )1( I) /FLO4 T (L IMIT )
AVEAVI=AVE AJI+AV EIT m (I )
A VEABI=AVABI+ABSIT M(I1

143 0 C CNTI NUE
AJEAVI=AVE AVI/FLCAT (ITEmS)
A VEABI=AVE ABI/FL CAT (ITEA S)

C CA LCU LATE ROOT MEAN SOMA RE OP I TEM S TAT IST ICS

DO 16. u I=1, ITEMS
CO 15,_ 0 J=1 ,L IMIT
RMSITM(I)=RMSITM (I) +(l.PESI,D (J, I )-AVEITM( I)) "2)

150J C (NTINUE
R t'S ITM (I) =SORT (RVSITM( /FLOAT (LIMIT.) )
AVERMI=AVERMI#RmSIT (I.)

163 0 CONTINW:"
AvERMI=AVERMI/FL CAT (ITEmS)

C CA LCU LATE TH:- WEIGH TE [ AVE1GE RESIOU71.S AID
WEIGHT110 AV E R A GE_ ABS3L UTE Rt-.SIDL ALS

KTOTAL=NSUBJ-<COUNT
DO 1650 I=1, I TEkS
CO 16.4::: .1= 1 ,L I T



WAdITm(I)= )sA VIT h (I) f(RESID (J, I) *FLCA T (IR (J, ITEMONE) 1 )
WA9IT4'.I)=WA9IT M( 71 +(ABS (RE SID(J,I)) *FLOAT ( IR(J,ITEMONE)))

. 1640 CCNTINUE
NAV IT4 (I) = WAVITM (I) /FLOAT (KT OTAL )
WAB IT M( = WA B IT N(I) /FLOAT ( KT OTAL I
AVE WAV=AVE WAV4-WAVIT m (I)
AVEWAP=AVE WAB+WA )

1659 CCNTINUE
AVEWAV=AVE WAV /FL GAT (ITEMS)
AVEWAB=AV=WAB/FL CA T (ITEMS)

C PR INT OUT FIT STATISTICS FOR TT EMS

WRITE (8,17;10)
1790 FORMAT (5X, 'SUMMARY OF FIT STAT IST ICS FOR ITEMS ' ,//,

5X, 'ITEM AVERAGE AVERAGE ABSOLUTE ROOT MEAN '18X,
41WEIG1-4TEj AVERAGE WEIGHTEC ABSOLUTE ' ,/,
5 X, RESIDUA L RESIDUAL SQUARE RESIDUAL ' ,6X,

tESIDUA_ AVERAGE RESIDUAL')
DO 1715 I=1, ITEMS
WRrTET811713) Is A-VEIT-MAI ).ABSITM( I), RMSITM( II,WAVI-TV(1) ,WABITM(I-1

1719 FORMAT ( 6)( 12, 2X F7. 3 15X, F7 .3 ,9X F7 3,14 X . 3, 11X , F73 )
K=MOD (14 1
IF (K . GO TO 1 7:1 5
WRITE(5,1702)

17)2 FORMAT (/)
170 5 CONTINUE

c171.
5 CCNTINUE

C PR INT AVEPAG7S FOR I TEM FIT STATISTICS

WRITE (8,1720) AVEAVI,AVEADI,AVERMI,AVEWAVIAVEWAE
1729 FORMAT(/,-2X,'AVERACESE7.3,.5X,F7.a49Y,F7.3.,14X,F7.3,...1X,F7. 3)

C PRINT ABILITY LEVEL FIT STATISTICS
WRITE (8,471)
WRITE(3,1.721)

1721 FCRMAT (4-) sUMMA FY OF F.IT STATISTICS FOR AEI! ITy LEVELS ' 9/7
*5-X, ' AUL I TY LEVEL ( MID-POINTS) ' /1

WRITE( 9;1,7 50 ) (I, I=1 ,LIMIT)
WPITE(8,17 22) (ABIL (J),J=-1,L IMIT)

172 2-FCRmAT (1Y, 'FIT ',1Y, 'STATISTIC' ,15X,15 (F 7.2,1Y)
175) FaRkiAT (25'.< ,15 (5X ,I3 )

(A VEL IM( I) ,I=1,LIMIT)
1760 FORmA T (1X, 'AVERAGE RESIDUAL' 912X,15( F7. 3,1X ) )

WRITE (3,1770 ) (AE3c.;L IM( I) , I= 1,LIMIT )
1770 FCRMAT ( , 1X, 'AVERAGE. ABSOL LTE RESIDUAL ' ,2)( (F 7.3,1X )I

WRITE (8,1 780 ) RMS LIM (I ), I=1x.LIMI1)
178:.) .FCRMAT (//,1X, 'ROC1 MEAN 'SQUARc. RES IDUAL ' ,2X ;15 (F7.3,1X )

u PR INT AVERAGES F CR A BILITY LEVEL FIT sTirIsT Ics
c

WRITC (8,471)
WRITE (8,1799 ) AVEAVL, AV EA BL ,AVERML

471 Evmar (////)
1790 FLRMAT (5X, 'OVERALL VERA GES AVERAGE RESIDUAL= ',F7.3,3X,

' 'AVEi--AGE A ESOLUT E RESIDUAL= ',F7.3, RCCT MEAN SQUARE' ,
-' RESIDUAL= ' , F7 2)

END

21i



RESIDUAL ANALYSES CF LOGISTIC TEST DATA
DATE: 82/04/09.
(VERSION 3A)

0ROGRAM BY LINDA mURRAY
.RONALD HAMBLETON
R0BERT SIMON

DEVELOPED AT THE UNIVERSITY CF MASSACHUSETTS
ECHOOL CF ECUCATION

U=R_A.GRANT_FRom NAEP

NAEP CATA-MATH RESULTS OF 13 YRS. OLC BOOK 1

58 ITEMS / 2422 EYAMINEE / 12 ABILITY GROUPINGS



EXPECtr_C P VALUES-1, P ARA IET EP PCOrl_

... -
ASILITY LEVEL

CA 1":' r; C1", i 2 3 4. 5 7. 8
.,

MI 0-POINT - ' .75 -2.25 -1.75 -1.25 -.75 -.25 .25 .75
NO. 05
EY 84 1NEES 1c 54 91 22-. 325 .13 4E7 335

-ITE"
; . 233 4j3

. 489 , 6 ili . 21 742
4 t.4a . u 81
5 . 087 144
6 . u21 .u26
7 . 027 J46
3 .115 3 5
9 . J15 .127

15 234 3 it.

11 .628 7143
12 533 -. 671
13 . 45,1 628
14 4.73 .63.
15 . 269 . 5 C7
16 353 . 456
17 . 132 . 211
18 ...1.3 . J1.;

i
. 077 1 -,7

cl. C65 .113

21 56 . s.,95

'a. . 576 . 661'A,
23 . 022 . 537
21. .513 . 031
25 .1447 . 05
26 . 135 .2 15
27 . 013 . 010
28 . U13 . C15
29 .011 J12
3. . 0.35 . 3E9

.11 .146 . 231
32 . j6 2 . 306,
13 . 02-) .6 EL
34 616 7`*-4
35 .,,:?c, .15.
35 . 61J . J16
37 122 028
38 1 8,.. 279
39 A/2. .134
4, . ... 51

447

48

. 0 22

117
178 . 2 15
1i).3 1 t7
.134 .
119 .

01; .01
01) 111
; 41 171
26u 3 t2

: li
...71. . 118

231 . 3 L...
-...,,

. 6L. 8

.74 7

.835

.13 4
. ?Z 8
.062
'1078
.?.36
,I4 6

45 7

. 83 9

.681
. 878
.8749
. 213
34.1
.114
.129
. 412
.578

596

.511

.789
.901
.940
.322
. 476
.173
.21;6
.552
.129

722

941

868
.941
.955
.455
.615
.264
.313
.6/54

2 06
. 820

566

.,920

.965

.980

.554
. 737
.387
.445
.7%1
1313
. 889

583
782 .863 .917 .951 .971

.748 .839 .551 .941 .966

.733 .828 .334 .927 .963
.644 . 763 .84 3 .9,7 .945
.67 4 7 4 4 836 .913 .940
. 32j .452 .532 . 708 .817

t
.525 .043 .U72 .121

.9 E : .310 .441 .58C .718
.183 .2H2 .4:8 548 .5,80

.1,36 .245 .362 . 4:915P1 .637
. 774 .857 .913 .949 .97C
.064 .1.7 .174 ..270 .393
.053 090 .148 .233 .348'
.134 . 2J9 .317 . 448 588
.325 .455 .597 . 722 .12o
.016 017 .030 .051 G87
.4:27 .347 .079 .1-31 . 210
.021 ...37 .C63 16 .172

1',..',. 163E .254 .774 .512

.34 5 . 431 .619 .7iti .534

. Tr, 9 . 263 . 385 . 5 c4 .659

. CA5 .141 .224 .336 . 470

.84 3 '3,4 943 .967 . 981
:..5

. 2 7
.3u3
.245

.503

.375
.637
.170

. 755
. 208

06 - .118 .175 .271 . 395
.411. . 543 .676 .786 .866
.253 .41C .543 .62.2 . 790
.238 .154 .49I; .628 . 747

33 ... 65 .10 8 .176 .272
.274 .3'39 . 533 .671 .. 782
. 4.) . 539 . G72 .783 8E3
.261 . 382 .521 .656 .779

7 .153 .248 .367 .5...5
.051 .157 .246
..11 1 . 519 .633 .057 056
.u16 u27 . 347 .081 .132
.11.8 19C .291 . 419 559
.53.f3 .555 .769 .854 .911

2 1 . :, 3 6 . o 6 I . 1 r. 3 .168
.11. .211 415 .559 .691
.410 .6,:ft 7.4u 833 . 813

qHr. 7 7 . . .

213

9 1, 11 12

.2. 25 275
44 3

r
:46 ..ccilg cwi ..33s us
.988 .990 :19,3 .59D .950

.
.,

, .933 .961
831 .896 In .964 .979
.525\ .660 .773 .857 .913
.584 .712 .813 .884 .930
.d69 .921 .951. .973 .984
.445 .584 712 8 13 884
.933 .961 .977 .987 .99C

.989 .99, .993
:438

'.990
.984 .990 .590 .990
.910 .989 .990 .990 .990
.979 .988 .993 .990 .990
.958 .951 .583 .99C .990
.965 .980 988 .990 .990
.887 .932 .963 .977 .987
.194 .297 426 .566 .696
.816 .882 .529 .958 .976
.759 868 .s23 .953 .973

z> -

7).755 .544 .555 .943 967983 .99C .593 .550 .990
.532 .666 . 778 .860 .915
.454 .622 743 899
.715 .815 .885 .931
.685 :293274 .561 977 987

.Y138 .45C .-5390" .77.6 .816
.267 .39e .528 .663 .775
.648 .764 .850 .909 .946

.898 .939 .564 .979 .988

.772 .856 .913 .948 .970

.659 . 732 . 828 . 8 94 .937

.989 .99f .910 .991. .990

.8.44 .9C5 .543 .967 . 981
.316 .46 8 .587 .714 .314
.534 .668 .779 .861 .93.6
.919 .952 .572 .984 .990
.868 .920 .553 .973 95'4
.539 .901 .54/ .966 .980

.396 .535 .E69 .780 .862

.863 .917 1 .98
91/7 . 951 .Zi .9; 4

4 990
.655 .912 .543 .970 .982
.641 75 e EL.6 . 906 .9414
.502 539 756 845 "5.158 .247 . 366 .503 .640
.211 32u 452 592 - 718
.690 . 7.96 . 873 .923 .955
.948 .965 .582 .990 .990

. ,.1,.. .252 .383 ..522 .657 .771
.796 .373 .523 .955 .974

t24 ,, . 96 4 57 9 988 990
07 7 , er,, . ci 77 am 7



-

3.

3

27

39

41

.44i
L.Le

.

152

636

. 11..

. 122

.1.!3
114

. 02

. J13
. :cg
.1723
. 11)3
. 4734-
. C11
. 011. lin
.1.42.

26u

. 41,

. i7 1

. 233
. 134
. '111
. 129
. 915
. 147

.
;

. ni

. El
.
.2.5r,
./J16

313
. 279
.384
.

. J 22

.1 17

. 2 ;5.
2 (7.58.

. C ;3

..,1:
113

. , 71
.3 12

. :li. lie

. 444
214
u 19

. 2C6
.,, 25
. 233

. 11, 9

.485543.2

.92 7

.., 4

.23.3
..2313

.43 8

.274
4.) 4

261.J9 7
.C.5 7
.J11
.u16
.11.8
.520

021.19,
.48J
. 324
.C3 i
.311
.....0 1.
.347

. ./
163

. 263

.141
9_4

.363.

.2..4F
.1C 8
.543
.4.2t-
.35 4

..65
.399
.539
.382
.158
..)q6
.S19
. J27
. 19C
.655

L(6
.2'11
.61.8
.457
.057
. 4/4

v 82
.4(33

,PI
.cE3
. 251.

. 38 5

.22 4

.943
500
..;79175
.676
.549
.490

.1:18
538.67,

.5Z1
"-..247.3

.15.

.C33

. I:147

.291.769

..151
. 42.9
. 7 411
.596
.096
. 5 el.
.135
.621

.336
.967
.6'7
.130271
.786
.6E2
.6/8

.176

.671.783

.656

.367

.246
(157
. J8 0

419.854

. 1(3
.559833
.721.
.1S8

711
.215
.742

.7 2
.51 2

.659

.-1.7u

. 981

.755

. 2;.18

.395

. 866
79C747

.272
782j 3

0
. 5L.5
s. 36g
C56
.132
;59

. 1

,
168

694;
. 898
82:3

247

,..ci?
. 835

.267
.648

7

.gy 9

.844
.316
.534
.919
.868
.539

.396

.863

.917

.855
.641
.5(' 2
.15 e
.211
.6,30
.,348

.262

.796

.939

.839

.366

.881

.455

.899

1.
. /54

.__g 3 g

732
.99C905
.44 8
.66 e
.95 2

92C
.901

.535
917
951

-.912
. 75 e
.639
.247.3.0
.796
.969

.383.873
.964
.933
.5u 3
.930
.597
.940

.528

.55u

e28
99C943

.587

.779

.972

.953

.941

.669
.S51
. 972
i 1.8
. L46
.756
.366
.452
.e73
.982

.S.27

. 923

. 979S61
(4J

.059

.722
.965

.663

.909

9 79

894
.994
.967
.714
.861
.981.73.966

.780

.971.984

.970
. 906
.845
.503
.592
.923
.990

.657

.955

.988
.977
.757
.976
.820
980

.77594E

93.990951.814
.916
.990:at.

.862

.954

.990

.982

.944905

.(p40

.718

.955
.990

.`771
.974.990987

845.986
.889.988

-14-73

4 7
48
49
5.:

51

g 4
55
56
57
5a



A

CA TEC,' CRT

MIo-POtNT
NO. OF

1

-?. 75
2

-2,25
3

-1.75
EX .MINEES 54 9;

1Em
. 418

2 . 42 9 .634
3 . 543 61.5, .75 8
4 1. 0:10 .0 .044

' 5 . 071 93 -.421
5 . 071 111 . 4'2,1
7 . 14 3 1 11 .17 FC-
8 5 71 . 555 . 54 9
9 833 185 .12 1

10 21 4 . 2 ;2 .31 9

11 .071 . 556 8.; 2
12 - .1.43 . 4u 7 .632
1 3 07 1 . 4 25 .62 6
1 4 071 . 444 .71. 3
15 143 389 .53 8
1 6 . tT 1 3 '2 .59 3
17 . 429 . 333 .440
1 8 000 G .0 (6 5.00.

9 . C71 . J1q .044
2L . C7 1 . 019 .113 3

. 319 944
. 571 .7 04 .86 8

23 . 143
.. ()CO

. 148
.1 Zu

.165
u71 .0 19 .121

26 . 2 16 . 593 .54 9
. u 71 J. 4 L. .J1 1

;78 . 071 .1 .14 3
. Z9 -Li. L 1 9
3t. .1 .13 7

31 21 4 2 L1 .33 0
32 143 zct. . 242

OL u 093 .16 5
34 714 759 83.2
3 5 . 429 4 i6 44 I.;
36 14 3 . 1 18 .18 7
37 :. .5 . u93 .16 5
38 : 00) .12 1,
39' . 4,79 .3 15 .35 2

. 1 .13 2

u 37 .044
42 . 214 .2 (4 .26 4
4 3
44

2§6 .373 .31 9
.15 4

45 GOO Gis .44 4
6

I.
143. 47/ .03 .14 3

. LC, 6
.14 3 4..56 .06 6

0.13_ .o93 .33
. 143 .315 . 47 3

. Q71 .121
5c . 236 .4(3 041.8
53 357 .463
.f,'1

.1.460 ..0 ?4t.

OB3EKVEO P VA LuES-1. PARAPET ER MCOEL

5 6

-1.2c -.75
2 24 3 25'

.6: 2

.844
.893
.076
.268
.183
.2%41

585

.491

.888
866

. 813
.848
.750
. 763
.455

02 9.156
.1u7

. 9J
.94 5
.178
. 375

22 5
.643
.145

98

.963

. 93 6
.91 7
. 898
.85 5
. 84 6
.59(1
.031

32 3
. 21 5

ARIL ITV LEVEL
7 8 9 10

-.25 .25 ..75 1.25 1 .75

543 4 67 339 245 102

. 907 .942 .982 .97 1

. 952 . 974 .985 .98 8
.970 .991 .994 .99 2

380 655 .870 .96 7
634 .797 .903 .93 9

.235 . 351 .496 .65 3

:gli :g9
70 E

.84 5
.268 . 296 .375 .52 2
.82 9 . 934 .976 .98 8

982 .996 .99(4
.972"--,. 9,35 .q94
.968 :9.94 .188
. 948 994
.9 15 .974 :96 8
. 930 . 938 .947
.771 760 .861
.062 .146 .189
.E4 2 . 771 .855

535 777 94i

11 12

2.25 2.75
3

1:888
1:3

1:888

"F.8 1'09 1.8t8
: _4.1-7-7-

912 .977 1.000
.637 .841 .667

"7.990 1.000 .1.00 0

99E 1.000 1.000 1.000
.992 1.000 1.000 1.4)00

:31: 1:8fl 1:818 1:888
.98 1. (.110 1.0 0 1.000
.96 7 1.000 1.000 1.0QQ
.890 .9.02 1.0 00 1.000
.31 4 A480 .4 77 1.0 00
.93 1 . 971
. 95 5 1. CL 1:888 1:888

.667 204 .489 .700 .894 .947 1.C13 1.00O 1.000
.853

:13Z, :(V21 :??0 1:80S268
170 1 51 219

; 112 :2-68- .47-5 .6-23 .717 .84 9 .912 955 1.00 0
513 .643 .672 762 .873 .87 8 .961 1.000 1.000
.J13 .J3 4 .054 .186 .112 .24 5. .114 .636 1.000
. 152 .175 .195 .2-t8 .245 .23 3 .362 .3 64 .667_

*031 .05 .301
.210 . 157 . 3-a-e . 52 7 .."66-4 82 0 912 1 .0 00 .667

. 415 .594 . 738 .659 .917 .94 7 1.0u0

. 228 326 .459 65. .63 5 93F i80
.155 .338 . 454 .611 .63 7 e14

884 .966 . 974 .976 .99 6 1.010
.455 .579 .690 .82 5 .91 0 . 961
.232 .215 4 21 8 1.71 .2C 8 .196
.161 .266 .375 .519 .62 4 .745
. 433 . 839 . 91 9 .971 .992 1 .0U0
.53 1 62 F. . 716 . 74 7 .773 .83 3 .863
. ;31 . 443 . 6,16 . 799 940 .93 1 .990

. 363
388

. 513
.371
. ()98
.080
.116
. 121
.6..3

66?
.526

26 2
.212
. 61 8

.065 .147
:ga :W
.52 6 . 712
22

. 1. 2

.10 8 . 091
:R 440 u66

9 .394
. 8G 3 . 855

1,7 .12 9 .137
473 517 .575

.655.458 :ag :;a

21.3

.27 2

. 794

. 529

. 358

. 122
.126
.6(.4

91 6

. 163

. 63!

.87 8
84 4.

.381

.87 0
.941
.85C
. 631
.575
.109
2a 1
.743
.95C

.206
667

.903

6.1C
.95 9
.96 3
. 87 3
. 78Z,
.67 8
An.
.820
.988

. 25 3

.755
.95 5

.941

.983
e92

. e33

. e33
225.460

.S(12

.980

.9 77

.977

.886
1000
1,4-000

.316

.818
1.000
.886

1.000

1.ft?
1.u00
1:8S8

1:08
.667
1.0U0

886 1.00 0
.977 1.860
"7 f:888.8 86
864 1.000

.955 1.00Q

.2 27 .667

.545 .66 7

.909 1.000
1 .COO 1.00 0

412 .568 1.3130
.735 .750 .333
.F.51 1.00G 1.400
. S..0. 1.00p 1.000



3,

31
32
33
34
35
36
37
35
39
4,)

41
42
43
44
45

53

56

1

, 71
O71

IU

214
143
Ot.0
714
429
143
C5..)
30)
429

. C71

.53.3

. .1. ":5

.Z.19

.50 9
.41 1
.143
.311
.137

.513
.J13
.1'>2
.1122
. 210

. 2L1 .45. ,4 . 242 .228

. 093 .165 . 165
759 .33,1 .884
426 440 .455

. 1 L5 .187 .232
..)93 .165 .161
. 474 .121 . 433
.315 .352 .53/

4;7 .132 .251
_

, G j 0
. 1 4 2u 3(

..p6
,. GO 0.00

i743 074
1 .J93

143
J.DJ1 .J93

. 143 .315

.044
. 264
.319
.154
.);44
.143
.1.66
. 066
.08 8
.47 3

.J63
388

. 513
. 371
.098
. '80

16
.J44,

121
. 6:.3

. 071 .093 .121 .147
.286 .4E3 .41 473

357 .n3.J . 1100 .
C3J .419 . 011 313
28 6 .1E7 . 253 .433
071 .

. 226 .1'8 .297 451

. 645

. J34

.175

. 068
157

.594
326

.526
262

.212
61 8

.62 5
443

.672

.054

. 195
. 091
.328

. 7.38

.459
.338
.966
.579

215
.266

839
.716

6.)6

.065 .147

.526 . 71222' .4 14
. 172 .183
.138 . 091

vAt
. 803 . 855

.129

.517

.76g

. 578

. O34
582
)_3_7
639

.137
. 575
.809

765
. 117
.716
.141

750

.678
136 .112 245

. ii;
527

. 859
657
454

. 374.690

. 218
.375
. 919
. 74.7

799

. 245

.301

.664

. 917

.835
.611
.976
.8^ 5.1t1
.519
.971
.773
. 940

. 23 3
441
82 0

.94 7

. 939

.63 7

. 996

. 910

. 2t. 8
624

. 992

.833

. 931

. 272 .381 .630
i52 .870 .959
74 .941 .963

794 .85C 873
.529 .631 .780
. 358 .575 .678
. 122 .109 .08
.126 .231

2
.335

.604 .743 .820
916 .95( .988

.163 .206 .253

. 1438 .687 .75 5
.878 .903 .955
. 844 .888 .922'
.229 .445 584
.814 .900 .927
. 360 .555 .706
:854 .897 . 947

218

. 961

. 314

. 382

.52-9

. 912

1 1; 11 0

.380
. 4

1. Ot
.961
.196
.745

1.000
.863
.990

.214
. 941
.983

292
E33

.833
.225
.480
:980

982

1.000 1.000
.A36 1.000
6.4 .667

.727 1.000
1 VG 00 .667

.977 1.00Q
1:Va

1:81H i:888.318 0.000818 1.000
.4 .000 1.000.886,.667
1 000 ',11 I) 0

.886

.977

.977
'IR
.955
.227
.545
.909

1.000

:W
.951 1.000
:114 1:gg2
. 961 .977
. 224 .909

990-1 .000

1.000
1.4)00

I:888
1.000
1.000

.667

.667
1.00Q1.000

1.300
. 333

1.030
1.000
1.000
1.000
1.000
1-.300



RES IDUALS- 1 PARAMETER MODEL

( OESERVEO-EXPECT ED

MID-PO/MT
NO. OF
E X AMINEES

ITEM

1

-2 .750

14

-2.25C
54

3

-1.75 ( -1.250
91 224

1 _ 00 3 -.2u5 -. 131 -.069
2 . C60 003 -. 142 .006
3 . 422 -. G57 -. U7f -.006
I,
5

-.043
-. 01-6

-.025
- , C51

-. 090 -.137
-.L. 7 -.073

5 .050 .375 .158 .079
7 . 116 .U65 . C98 . .072
a 45 7 ,37C . 264 ..173
9 -. 015 ..159 .u75 .025

1.0 -. COO -.14 2 -.138 -.105

11 -. 557 -. :92 -. 037 -.013
12 -.395 -. '264 -.089 .003
13 -. 41 9 - .202 -.121 -.026
14 -. 399 -.165 -.02 9 -.020
15 -. 22 7 - .11 8 -.105 -.010
1 6 -.278 - .134 -. 030 .419
17 a, 296 .122 .1.20 .0C3
18 -.010 -. C1 3 -.014 -.316
19 -.035 -.10 9 -.160 -.154
20 . CO4 -..195 -. 150 -.17.5

-.056 -.377 -. 112 -4178
22
23

.045

. /21
.043
.111

. 094
.1,11 -.106015

24 -.018 ...199 .134 .08k
25 .025 -.060 -. 010 -.0 97
26 .151 .377 . 225 .355
27 .061 -...11.0 . El -.004
28 .0'51 .114 116 .1115
29 --..Bg ..1,i3i5 -. 01u -.LA 5
30 0 . C87 .34 7

.
31 . 068 .013 -. 016 -.066
32 081 11 '.., 073 -.135
33 -.029 .042 . 079 .62/.
34 9 .079 .:.::5 .4.47 -.02C
35 . 333 . 27U . 195 .u93
36 133 133 . j60 .186
37 -.022 .055 . iL .u53
38 -. 180 -.205 -. 283 -;-c.11. G
39 . 3.15 .131 .668 .121

-. 023 -.114 -. 1.i6 -.072

41 -1113 . (15 006 -.G3 2

42 .135 .027 -.016 -.010

1:4

L.5

-4.131
-.034

-..111
-. (51

::in ::M
-. oc3 .-.360

46
Lt..7

, 124
".E.A.'

341
.3...,3

086 -.u16''55 097....

ABILITY LEVEL
5 6 7 e 9 10

-. 750 -.250 .250 750 1.2SU 1.750
325 503 467 33 9 245 102

_

-.0 11 .039 .022 .0 29 -.0J1 .016
.001
.005 MI5 'AO 'AR -.331 .010

.032 140
-..144 -.....tig :84 :00 .149 . 2
-.1 CI 2 .043 .033

.018 -.030 -.035 ....030

.091 :..E4 . ::Va ::ni ::H76 :14-.076 -. 42,Q18

.016
-.0 23

.0 22

:gfi
.004
.008
.010
.002

-.3 12
-.118
-.193

-.162-.009
.379
.1103

-.0 49
.0 46
.0C4
a96

.005-.097
.

.062
.009

.
.016

-.01 8
.045

.0
.0 21 .014
.0 27 .028
.4 11 .016
007 .029
.0 31 -.0a
.6 54 -.057

-.0 11 -.025
.062 .063

-.013 .097

-.0 10 .064
-.002 -.01 3

.003 -.059
-.6 14 -.025

.0 27 .035
-.650 -.058

.002 -.001
.6E4 028

-.I, 14 -.037-.046 014

-.070 -.0 62 -.074
.0 43 .0 27 t.013

,

.0 0 .006 .010

.011 .0) 2 .010

ii
2.250

44

-

12

2.750
3

- -
-.0 13 .010

.010 .010
.010 .010

,..0.44 .035.
.014 .021
.075 .007

.070lli -.0211;
.013 ,.0 IC

_ _..
.010 .010
.010 .010

. .008 -.001 .010
:EIS qii.0 16 .03 8 .020

-.000 .032 .011 .010 .010
-.0 18 -.312 ,I312 lip .010
-.025 -.042 -. C58 3 .013
-.005 .017 .054 -.088 .304

.046 .049 .041 .042 .024

.152 .087 .080 .047 .027
-

:119e -:131
.139r
. 006 .010

."7 ..81g

-.104 -.066 -.023 .072 .085
-.3 41 -.038 .042 .097 .101

.002 .034 .026 .023 .040
-.016 ' -.056 -. COO .023

-.026 .162 lii
=AA -:517 -.207 -.352 -.149 .

. a 24 .051 .001 .064
.

-:iq015 056 .061 .0(31
...

-.3 25 -.003 .025 .019 .008 .036 -.2 .012 .z

-.059 -.4E5 -.8t12 .0 63, .083 .068 .029 -.303
.059 .002 - 6 .002 -.096 -.C14 -.0 (8 .063
.017 . -.001 -.006 -.0 13 .016 .010 .010
.026 -.058 -.065 -.0 39 .006 :it'l .033 .319
.183 .0 84 .0 10 -.1 45 -.239 -.391 -.396 -.814
.037 -.605

-.3 58 .05'3
.375 .434

-.047 -.021

-.044 -.0 29

-.318 -!. .011

-.020
.053

-.042
-.015

.0 52
-.0 95

: .051 .0,61

-.000 -.0 16

-.630 .007

-.044 =.834 -.043 .0 V.
.040 .628 .616 .010

-.088 -..090 -.086 -.318
.029 .049 .034 .0t0

.065 .145 .105 .138
0

.042 -:010 .036 .016
,

-:W. -.FA :W. -:?,E;. -:Rig -Aga ::8g :Rt%
-.027 .0 46 .024 -.0 11, .0 21 -. 013 -.043 .05
-.055 -.1 63 -.007 .10 74 .0 39 .077

,27!.. ...lf'. _10 -cse ".k -.'M -lii :Vb

212



.

42 .1L5 .02 7, -.040 ..018 11 -..00 0 .007 .342 -..010 .036 016

I31
-.(53 -.0S3 -.060

46
47
43 .133 .46 .09.1.J.. ..013

...1141 .322 -..C30 -.369
50 -. 117 - .C67 047 -.653

51
52
53
54
55
56
5?
58

061 081 luu .071

:fil
- .134 1/.0 -.126 -.01g
-. 011 . 031 -.(J22 -.344

;:g1 ::Jli
139 -.C84 051 -.032

:.g?? -.911;

:gi4 :t.V. -"6;
710j7
....042 ..025 .045 .054
.034 .001 .005 .0132

..68 .0 34 -.005 -.355

::S;E
17 .064 .024

.-.062 .C4U .010
.-.001
.080

:%0
.312 .t,07 .020 -.002

:81%
.C13. .05t:

-136Z ."17470
..v15 :028 1

.024 .021 ..014 .045

.018 ..002 (11,0 ,.010

-.131 -.110 -.089 ;229

-011 -.020 1323
.081 .096 .129 .155

Ati :8%i :1111
.007 .026 .020 .012

4;..

.---- SUMMARY OF IC s f AT-LST ICS FOR ITEMS ,,... _ . _

ITEM AVER41.6 AVERAGE ABSOLUTE ROOT MEAN WEI GMT Efl AVE RAGE WE IGHTEO ABSOLUTE .

RESI3341. RESIOUAL SQUARE RESIO UAL RESIOUAL AVERAGE Rt SIDUAL

1 -.126 .146 -.0 a .035

2 -0012 .022 - .844 .000 .012'

3 -.005 .018 .0 29
..

. OC 1 .011

4 .0)1 .0 88 .3.9 .131 .105

5 -.01.) ../5. .051d ...DIA , .055

.039
4 .057 0

.C57
.337 .35

.3 53 . CIC0
141 .Q37

.037

6 .085 .144 .181 -.0 C1 , .099.

9 -.JOA 368 1 390 .001 .047

1t1 -.317 .144 .3 59 -.LIU) .0.41

11. -.059 .0 75 .160 .001 . 021

12 -.`)54. .371. .129 . 001 .024

13-. -.355 .0 73 .128 .001 .029

14 -.344 .358 .118 .0G1 .019

15 -.032 .046 .074 . 040 .018

16 -.032 .047 .085 . 0 CO .020

17 u3g . j68 .397 - 1., CO .043

1 tl
.347 .C92 . tiC1 .018

19 -....lo .373 .t.85 .000 .078 .

20 -.311 .093 . 111 .001 .106

21
": 1.=1 .32 .030

.091
: .

.103 .001
. 060

.094

22
.011

23 .ii4J .382 .383 .031 .068

24 7-Wi 056 .061. .001 .036

e5 -.00) .036 .043 .001 .035

26 .359 .169 .125 -. 0 (0 .059

7 7 3,7 .359 .114 .;00 .013

-28 -...'35 .132 .153 . 001 .096

29 7); 339 . .066 .0u0 1024

li
-.331 . :175 .101 601

.0)5 .324 .032 -. 0 00

04"8
.021

32 .0)0 .080 .108
0

..0 51

33 .0 .1 03f, .046 .0011 .029

34 .312 . 019 .026
35 .Ci 0 . 096 .1 24 . -. 001 .060

36 -.331 .239 .301 .002 .1.41

2 3



37 .412 .043 .049

3 -:E0 :i2i :IHid
4'.) -.:1.1 .052 .059
41 331, .048 .063
42 .J1c .322 .033

43 .01.4 .034 349
44 -.136 .C53 .057
45 -.12 337 239
46 )42 .065 .061
47 ,0,4 .0 91 .113

48 . 12 .035 . 047

1.9 -.35., ,J37 . ao
51 -.67 .031 .042
51 4 -1 .086 .099
52 -.619 .20C .254

53 .32%, .C45 .054

54 -.U3) .348 . 062

55 .025 .062 071
56 .'37 .026 .050

57 ...42,6 .074 .076
'58 .C34 .034 .051

,J65 .386AVERAGES .jj1

.001 .029

::8E8
. 003
.001

7-.2[1;31

.001

402340

-.000
. 032

. 001 .048

.011 .070

.060 .015

. 001 .040
-.001

-.001

.001

. OG1

-.0 CO

.101
-.0 C1

. 301

.001
-.000

892
. 048

..813i

*BA
.051
.009
.074
.017

. 00) '.044

,

1.4

SUMMARY OF FIT STATISTICS F CR ABILITY

ABILITY LEVEL( 6-PCINTS I

- ...

4 1 2 3 14 l' 5 6

'FIT STA TTST rt 4 -2.75 -2.25 -1.75 , -1.25 - '-.7 5 -.25
LAgRAGE RESIOU1L - 4. -.018 .039 .00(4 -.002 -.006 .002

.

AVERAGE ARSOLUTE RESIDUAL . .120 .103 0P33 .0 .046 .428

.4 ..

ROOT JEAN SQ,UAR=4 RESI)DUAL .176 '' .135
1

.112 4'681 , 1165 4036

1ERALL AVE= AGES AvERAr,E PESTCIML . JCI AVERAGE AMSCLUTE REEJDUAL=

LEVELS

r
.25

.005
.

.029

.036

.065

8
'.75
.002

.042

.059

ROOT

9 10 11
1.25 1.75- 2.25
.005 -.002 -.001

.: .C411 050 - .059

.071; , .082 .099

MEAN SQUARE RESICUAL=

12
2.75
-.000

.096

1150

.094

21j

44,

220



1 2 3

MID-PCINT ..2.75,: -2.250 -1.75C
NO. 05
EY/1-111.2ES 14 54 91

ITEM
1

-. tn -3.:0164E --3'.51r82

STANDARDIZED RESIOUALS 1 PARAPETER MCCEL

4 5

.1.250 -.751)

224 325

-2.213 -.10.1

ABILITY LEVEL
6 7 8 9 10 11 12

--.250 .250 .750

513 467 339

21:Zn 16.W. 2..HE ::11134 1:113 -:21a .1;14.

3 ...AP ::N3 =1:ZIZ -;:i237,24 ...5:N3 -31g3 Mt; .91i1 E.EN Nil 1.B1 "3;41
,
5 -.211 -.073 -2.431 -2.313 3.636 ..-.477 c:-,3u .1:522 2:187 1:363 :480 :254

6 1.311 c.928 6.219 3.85 .857 -1.507 1574 1.096 -.234 .031 1.420 .534

7
8 E:;13 Lili :t31 i:gi 3:20 --2:5M :F.:111t .1:Zn -74:0! -1:00t1 1:M :1421148

9
10 ::g1 -I:ill -i:tiil -I:10g -:1g 3.A43 i:tif 1:14 -i:720 -1:291 :M -j:1;::

1.25J 1.750 2.250 2.750

245 102 44 3

11
12 --1:ili m.1.:i522 -i.V1 -:r,71 lfin55 i:02it

13
:i:W m-363474, -2-:218, -1:f781 :Pi i:nt14

15
:2:474 :1:41; -.2.:a; -:ln :ZH 2:Ni16

17 3. 271 2.199 2.452 .100 -.08 5 2.6 75

1 8 ::ig -i:M :i.W2 --4:1Ei --t:g561 i:13Z
19
20 .054 -2.196 ..3.7J3 5.825 -7.082 -.594

21
22
23
24
25
26
27
28
29

31
32-
33
34
35
36
37
38
39

pg,94

4.495 6.855

:?1,1 1:t1;

1:811
ei2;

:1;14

14N ':tt; :177t
0 ...1.u10 1.0 20

2:314576 ;ItIP 1.11912 1:i4
4.039 c:9,7 1:476 :291

1:1! -!':111Z -(2121 5:1;1 3:SH 1:21f :1f4

4.289 3.940 7.794 3.742 .144 -2.612 -3.849 2.197 -.560 1.371 .527

!..f21P -;:J4 i:72N -1:3ig -1:flE :flA 1:IfS

":M ""3g -2,g26 -1:96373 -3:56.71 ::01; 1:N; 1:An

Nt11: -1:nt 6.A,141 -41:H2 -1:11N 1:t!I 1:2!! -113;

2.185 2.777 1.913 -4.031 -2.151 .622 .589 2.078 1..3. 2.1(e -2:140

.721 .167 -.316 -1.968 -.)41
1.256 2.465 1.851 -1,2u5 -2.192

1:48;1 -1An i:Ig
;:48. lin 12.M

-.559 2.116 3.914 2.554 1.772
-1.755 -3.'54 -5,5(6 -3.319 -2.231

1:1 -83g -1:V,*3 -1:N; -f:U378

--.153 1,453 1.185 .509 1.940 -...1C0 _.leg
.2.903 -..C69 2.746 3.685 2.423 .868 -2.073

.102 -.704 .058 -3.377 -.371 -.1E3 .450

21,70 -11f;
3131

1.ni 1:p; :b74

".7:000 -3:546 -5:732 7:536 -.8:02 -5. i0 -2.6ZE
-.246 -.906 -.557 -1.453 -la :1,54

N042 ..3.su -J12; 41i64 J..11 -1:5t7 -4.23
-.900 2:551 3:06u 1. 2:1 3 .2 1 . 47 ,

22



- . 423 .757
1 . 261 512 ::ilE -1:ttP. ":34 =:t8i :Ht

43 1.057 1.561 -1.581 -.77. 1.009 .295 641 15eL .877 .534 .332 .174

1.266 2565 2.323 ...365 .193 S.626 1251 265 2106 2.519 3.208 .232

45
46

-.658 -I. ti,6 -1.706 -2.468 -1.119 iEu 1.155 -.382 .778 -.364 -.970 .1i8
3.369 1.672 3.515 -.781 -2.745 -3.298 -.309 2.708 1.268 1.814 2,010

47 ?.313 6.10; 4.995 1.;.524 7.452 3.308 1.896 -2.445 -E.005 -2.937 -3.656 .097
48 '..F.96 3.3 3.834 1.169 -.509 -1.185 -.382 -.4 78 .503 .575 -.622 -.196
69 -.773 .6P -.882 -2.641 -1.669 -1,15.8 1.960 2.13 .947 3,77
5) -1.0.30 -1.010 -.96 -1.658 1.439 .442 .3018 .1-33 1.66 s -:2;8 -.Bi

51

3

?.31J F..653 6.687 5.72. 5.086 -.3C0 -2.309 -4.198 -2.227 ..1.243 .149474
52

3.141 7.874 5.544 5.992 3.573 71 2.413 4.968 5.518 7.130 6.537 (.935

1.127 1.833 1.541. 1.449 1.214 -1.43 -1.393 -2.788 -.772 -2.012 .727 .174
4 -1.474 -2.51: -2.566 -.571 -.639 2.206 1.353. -.046 .683 -1.028 1.010 .199

53 ...3s6-- -.CO 1-.-190 -2.823 ..-3.81-5 .47 .9GA 3.055 2.531 2.011 2.000 .741

56 1.756 -.711 -1.233 -.329 .-.J76 .232 .095 .932 -.220 .093 .047 .204
57 1.633 -.425 -1.658 -3.732 -5.176 -4.638 1.609 3.573 3.476 2.280 1.532 .612
58 1.463 '1.48 '1.012 .957 .440 .381 1.144 .115 .481 1.396 .958 .189

ANALY3IS OF STANDARD! 7E0 RESIDUAL S
( A3S0L LTE VALUES)

INTERVAL NJ 90E..12 PERCENT GLMULATIVE
FERCFNT

( TO 1 2 77 35.80 39.8C

: TO 2 160 22.99 62.79
2 TO 3 117 18.81 79.60

3 EyONO 3 142 20.40 10../.110

SltIMARY OF FL1 STATISTICS FOR ITEMS

I Ir M AVERI; E A VERAGE ARSOLUTE ROOT MEAN WEIGHTED -A VE RAGE WEIGH TE 0 ABSOLUTE

RESIDJAL RESIMJAL SOUARE RESIDUAL RESIDUAL AVERAGE RESIDUAL

1 -.,:rt 1.464 1.810 .831 1.748
.1. ci .723 1.083 .476

.642
.760

3 .244 .781 .941 .888
4 .117 3.112 3.726 .114 4.181
5 .05. 1.739 2.117 .431 2.273
6 1.9i2 1.797 2.223 .012 1.606

-7 .90 1.697 1.753 -.074 1.448
a .677 3.102 4. 301 -1.320 3.990

.679 2.126 2.722 .458 2.061
1? .2:: . 1.596 1..36 .870 1.987
11 .'154 1.514 1.96, 1.200 1.590
12 i .3:..2 1.528 1.914 1.115 1.491

13
:93

1.651 2.013 1.207 1.807
14 1251, 1.505 .882 1.223
15 .035 .989 1.307 .629 960
16 .233 1.128 1.331 .146 1.182
.. 7 .142 1. 859 2.195 -.459 1.976

2 2 2



.113

19
/3
31
23
23
24
25
25
27
28
29

ii
32

Li
35
31,
37
38
39
43
41

4i4
44".
45
46
47
48
49
51

50
t3

_56
57
58

AVERAGES

-226
....15....

.455
4.711?
.96j

1.3)1
1.027
-.078
.6)4
.314

1.300
.229
.414
.224
.483
.256
. 141

1.038
1,-43 5
.457
.05..3

"...DI
.258
.233
.2)4
.859

..426
.816

1.853
.914

....045
-.013
1.53
"'77 1
.-.425
-.395
-.1)9
.066

-.426
.168

.277

.4ft

3.084
.66e

2.845
1.884
1.154
2.318 -

89.2
41601
.92..
1924
.844

2.056
1.134
.865

ial

1. 333

2.801
4.059
3.716
.906

3.254
2.322
1.479
2.115
1.121
4.946
1.085
2.092
i.017
2.234
1.553,
1.032
2.695
7.576
1.63/
2.954
3.505
1.922
1.491
.829
.973
1.697
1.279
2.128
4.772
1.947
1.391
.163

3.497
5.406
1.515
1.390
2.145
.719

2.858
.944

2.218

-.170
.563
.691
.361

.253

.073

.118

.918
-.140
1.770
.315
.141
.235

.106
.241
.685
2.699
.165

1.230

-.406
.394
.059
.165

-.214
.158

2.232
.(149
.072
.264

1.214
.566

.322
-.116
.087

.240

.233

1.027
3.031
4.208
3.665
.726

2.841
1.509
1.387
2.387
.564

4.520
1.200
1.857
.945

2.040
1.109
1.090
2.269
6.742
1.1.78
3.034
3.121
1.981
1..190
.583
.834

1.419
1.311
20005
4.522
.915
1.584
.710

3.056
3.747
1.542
1.160
2.325
.339

3.261
.671

1.977

1.355
i.6..31
3.374
1.722
1.163
.602
.868
1577
1.161
2.4306

1493
1.201
.775

3.249
5.028
1.372
1.19(
1.832
.494

2.479
.834

1.914

FIT STATISTIC
A.ER/GE RESIDUAL

SUMMARY OF FIT STATISTICS FCR ABILITY LEVELS

ABILITY LEVEL(MIOROINTS)

1
-2.75
.543

2
-2.25
.842

*_
...1.75
.66t

4
-1.25
:327

5
-.675
.329

6
-.625
.254

7
.25

.398

a
.75

.170

9

Iti;6

1 0

!ill

11
2.25

12
2.75

.155 .074
..

Av:RAGE ABSOLUTE RESIDUAL 1.631 . 2.562 %2.736 2.642 2.204 1.634 1.681 2.076 2.074 1.646 1.346 .693

RIOT tEAN SCUAP- RESIDUAL 2..176 2.193 3.284 3.716 3.195 .2.442 1.979 2.699 2.771 2.231 1.863 1.355

223 224



41 S. .

4.

43
i:42i)31

.7.27

.757

.512
-1.586A71

::ifE -2:Za -1:W :111
-.77, -1.009 -.295 .641

.191 ?.626 1.251

1

-:3a1i.
1.5ei,
- /E5

.877
-2 106

2:4Ri

-2.519
.7.3!

1:M
-3.206 .Z32

OvEFALL AVERME3 AvERAE RESIDUAL= .277 AVERAGE A9SCLUTE RESIDUAL= 1.910 ROOT MEAN 50UAFE RES/CUAL= 2.534

2
22G



EXPECTEC P VALUES-3 P AR AMET ER MCOE,L

CA TEGoRY 1 2 3 4 5

MIO-PCINT -2.75 -2.25- -.1 .75 -1.25 -.75
NO. OF

A6ILITY LEVEL
6 7 8 c 10 11 12

.:.25 .25 .75 -1.25 1.75 2. 25 2.75

EX 4104E59 2/. 5u 114 194 31.8 443 509 368 248 91 32 /1

ITEM
1
2

. 192 . 234 .43 5

3 .587 7 :4 . 832.452 597 733

5
4 -..--643 CP-4- . v 4 a

6
. 113 . 125 .158

175 .1 )6 .17 8
7 216 2 :1 .21 3
8 467 511 .555
9 . 113 -. 119 .12 9

13 . 151 . 2E9 .324
"OW

11 335 .5E3 736
12. 283 480 .70 1
13. 246 .415 .642
14 293 (- f7 .654
15. . 27) 411 .58 a
16 346 . 472 .61 3
17 . 298 .346 .44 7
18. . C.12 .314 .301

. 110 .119 .142
. 036 . 0 .7 .042

21 .00 . U20 .026
22 .675 757 .825
23 - . 252 .252 .252
24 .157 .1!7 .15 9

26 I, 363 .4 28 .53025
1

I . 114 124 .147

, 7 .022 .023 .02 4
. 158 161 .166

29 . J17 313 .024
30 . 146 1 !O . 15 6

i2
. 162 . 215 .334

i . 211 212 .217
33 . 122 .135 .15 6

1

. 773 836 . 885

. 260 . 315 .334
36 . 212 . 212 .212
37 .116 .115 .141
38 .116 .143 . 2U 9

39 363 . y 11 .4e 4
4) . 119 138 .180

.621
838

..9J4
0-65

. 233

.184

.786
.908
.947
. 13-3
.3g0
.2 a

894 .95i
950

.972 2378c'
--.---31-7----:-.671-.pili .183
. v 2

.219 .235 .275 .2367
.633 .643 .685 .725
147 .177 .225 . 297
. 502 .697 .846 -.930

9t6 971 .990 990
.863 . 945 980 .993
. 829 .931 .974 .99G
.816 .914 963 984
'. 740 35

23S8
965

.743 .84 . . 949
.536 .627 .711 764
.026 .041 .068 .116
.2.:4 . 339 .554. 768
.067 .174 .480 .823

', 053 .152 .415 .749
.' 677 . 916 .943 . 9E2
. 253 .256 .267 . 3C3
.165 179 .213 .289
.1.93 .280 .418 . 592
.574 .647 .715 .776
.027 .032 .345 .372
.173 .18 .195 .214
.033 .05i .088 .157
.172 .213 .3(6 .476

.435 .593 .741 . 851
234 .286 42t 650

.195 .253 .338 .445

. 919 . 944 .962 . 974

.463 .549 . 634 . 714
.212 .212 .212 .212
.166 .210 .278 .374
.371 62v .832 .940
.551 .617 .683 . 739

268 .420 .614 787

2 2

.978 :148 ..m ..442, :Ns

..31t .990 1290 .990 .990.
-;-8-96 .962

. --t--2: NO . 990 .-990
.905 5 .990 .990
.473 .66.6 .628
.530 . 72 5 .872 .3i184 :3g3
.761 .794 .824 .851 .874
.397 .51 C .644 .757 .845
.970 .98 8 .993 .990 .990

e .

990 .990 99) .990 .990
.990 4.990 .990 .990 .990
.990 090 990 .990 .990
.990 -.990. .990 0 .990
.983 .994 .990 .330 .990
.972 .985 .990 .990 .990
.844 .889 .923 .947 .964
.196 .31E .469 .630 .766
.912 963 ., 987 .990 .990
.958 .990 .990 .990 .990

.927 . 982 .990 .990 .990

.975 .983 .989 .990 .990
.407 .615 .829 .943 .983
.432 .627 .803 .911 .964

.827 .86 9 .902 .927 947.754 .870 .936 .970 .986

.129 23 4 .398 .594 .766

.238 .271 .314 .366 .429

.271 .43 1 .613 .765 .871
.686 .850 .938 .976 .990

.921 .95 9 .983 .990 .990

.852 .2U .985 .990. .990
.576 . .802 .876 926
.983 .988 .99Q .990 .990
.734 . el .885 .919 .943
.212 .212 .213 .217 .238
.496 . 626 . 745 .838 .902
.963 :9'330 .990 .993 .990
.793 8 5 .871 .901 924
898 955 .581 .990 .990



,41 L43 . 043

ti .:10 :,?;
44 . 174 . 222
45
46
47

.114
:Lia

.124
:18g_

(5
4.8 . 042 ..:L3
49 111 .113
5J . 264 .367

51 .1:30 .120
52
53

. 4;i 6 - . 14-41t

54 . .172 .2i7
55 .011 .012
56 136 243
57 4. 0 1 4 w IC,

58 . 177 .225

.052 .00'.41 .C51 .130

:M :iD :ht ,:9$1S
.296 . 399 525
.143 .179 .245-
Aug 3 .091 .114
.13 5 .IC5 .105
.045 C53 .059
.13 7 .175 .251
.439 .642 .758

.131 .132 .135

:0" 2,512 .-ni
.314 .438 .584
.015 .024 .046
.329 .445 .579
.01u
.328

319-,
457

050
.605

.655
.352
.175

.234 .415

:al :472t
.769 .855
. 4943 .657
.315 .545

.635 .e14 .918 .966

:lii :191 :41; :138
.914 .984
.792 .970AN :VE
.77Z .903 .967 .989

.1;.5 10 .1_07 .113 .133 .21)2 .362
.u79 .118 .192 .315 .482 .660 804
.380 556 .730 .85e 532 -.969 .986
.861 92,1 957 .977 588 996 990

.141 .1;6 .190
:1414

';22
:ie? :77".4

:111-244 --All 93 5-----. 95 4 96 9--79T8--
.94 9
.6,44
.935
778

.954

. 723 832 .905
.G99 . 214 .411
.74.8 .813 .887
130 .258 .549
.742 .846 .914

2 9 -)

.973 .986 .990
.825 .925 .970
.963 .980 .989

510 967 988
.576 .907 .990



CA TES' CRY

0-PCINT -2.75
NO. OF

1 2 3

-2.25 -1.75

ITEM

2
3
4
5
6
7

9-
1:3

.

24

250 2'43
. E.L.2 680
. 792 .6

030 080
.125 .1146

.1i0-.083
.167 .180
.750 E4j
.Z01- i0./25 282

11 .167 .603
12 .042 . 3 L0
13 081 .380
14 .123 4E0
15 .033 .3 fi,
16 167 .340
17 .5:15 .300
18 .306 6.080
19 ..04 .080
23 2. 030 .0 IC

a
2.000 .023
.. 708 . 7 tO

23 . 25J
i'

.201 . la

. Ce 0446
26 .583 .620
i;
0.04440 3.003

. 268 .1 a
29 5. C130 .040

. 25U .1E03,)

31. .250 .340 .337
32 . 333 .310 .246
33 .083 180 .193
34 . 558 .840,, '.0177
35 .667 .560 .412
36 . 253 .160 .237
37 .125 .200 .132
38 "4.04)3 .183 .158
39 .292 .38(4 .43 0
40 200) .123 .114

4

25

194

.447 13
. 719 .835
.816 .897
.044 .077
.167 .247
.246 .232
.246 .237
.60 5 .603
.149 .113
.368 5C5-

.807
.807
.632
.737.614

623
.474

0.000.053
.044

. 135

.868
:i;3
. 070

535.026
.184
.009
.219

O9SERVEC P VALUES-3 PARAMETER MCOEL

ABILITY LEVEL
5 6 7

-.75 -.25 .25.
318 440 5-09

.786 .907 .947

.906 .948 976
. 962 . 961 . ?SO
.148 .345 .652
.374 584 .78a
.182 .223 .348
:ill :In :In
.182 .259 .295
.698 .827 .923

.943 .975 .984 .996

. 892 .962 .975 .982
.892 .925 .984 .9E8
.794 .928 .966 974
. 773 .855 .941 .9E7
. 784 .884 .934 .933
.5,45 .613, .759 745
:id :WI :g "32.782
.057 .186 .477 0819

.4,441 .145 .441 .741

.856 .906 .939 .9E7

.289 .242 .3(0 29/
.190. .14.5 .225 .310
. 149 .296 .457 .599
. 531 .664 .652 .758
. 015 .044 .056 .081
.186 .192 .193 .204
. 031 -.063 .185 .130
. 16C .189 .302 .485

. 412 .597 .732 .859
.222 .321. .414 .654
:qi

30 .330
.966

.448

.972
.433 .544 .582 .666

253 274 .230 .196
.196 .192 .284 .365
.387 .648 .830 .925

541 .645 .711 .745
.294 .453 .6(0 .782

29j

8 \ 9 10

_275_2_1_.25--1-.75
364 248 90

. 98± .980 1.000

.986 .988 1.000

. 995 .992 1.C..0

.899 968-1.003

. 913 .952 .978
.467 .645 800
. 503 .70 2 .867
. 807 .786 .511
.353 . 520 .656
.978 .996

. 997

.995

.989

.992

.965

.948

. 851

.196

.861

. 959

. 921

. 978

.410.424.717.

.864

.101
. 250
.2914
.674

. 996

.996

. 992
1.000

. 98
.972
.895
. 327
.940
.980

.972.98a

. 593

. 585
. 863
.871254
. 230
.427
.667

11 12

2.25 2. 79
32 11

969 1.0(0
1.000 1.000
1.000 1.000
1.1010 .909
1000 .909

. 875 1.000

.969 1.000

.938 1-.000

. 719 .909
1.000 1.000

1.030 1.000 1.000
1.000 1.000 1.0000
1.000
1.J06"II iiiii 1:n1
1.000 1.121 1:911 888

. 989 1.118g 1:174;

.489
1.000 1.000 1.000

1.000
-.989

7119
.789

e22
. 456
. 333
.411
. 567
,.500

1:000 1.000
000 140001.000 1.000

,:1211.060
1.000

1.000 1.000
.325 .818
13 .273

. 750 .818
1..400 1.000

. 913 .956 1. C60 .969 1.000
'837 :M 1:Ta :02

1:283
.590
:2ii .887 1:P2 1:8Ee 1:888

.153 .178 .313 .091
.978 .992

. 514 .601
1:113 1:E6; 1:901.981 .992

.761 .831 .833 .875 .909

.908 .935 .583 1000 1.000



-4.1
442.3
44
45
46
47
48
49

..
50

51
52
53
54
55
56
57
58

0

3.4400
t1.7

3756 .00J
1.4,30

.157

.00.2
..LL)3

. 1.142
.333

.167
..542.53
.042

j. t3J
125

0.000
.125

120
.210
..te001.0
.360
.10C
.130

1 10
.42u

.140

.5E0

.540

.130
J uca

.223
0..000.2(0

.053
.246
.368
.167
.061
.123
.123
.038
.123
.421

.123

.395
.58.3
.254
4326
.351
.026
.333

:-C,52
.392,
.536
.397
.108
.067
.124

,.a3,...
.14'9
.675

.129
.515
.686
.454
.005
.521010
.433

.06u
.513
.651
.538
.214
.J88
.123
.035
.239
.783

.142

.519

.761
.594
:QV

5 0
.047632

.134
.E52
.770
.718
.423
.168
.095
.084
.382
.864

145
.6(5
.820
.768
.1j5
.666
118
768

.269
.778
.257
.794
5119
.346
.10E
.11.0
.568
.910

.153

.611
.862
.835
.224
.817
.326
.825

...VG
.075
.946
.845
.613
.543
.114
.190
.764
.951

.196

.674

.905
.899
.427
.897
560
I399

.,621

.964
.964
.871
.782
.746
.073
.331
.819
.992

.226

.730

.944

.907
.639
.931
742
956

.e22

.933

.978

.8E7
;856
,e56
.222
.533
.911
.978

411
..733
.967
.944
, 789
.944
.Ve1:5

23 +

,r

.969 1.000
1.000 1.000

.969 1.0Q0
Alit .12g
.969 1.000
.063 .455
.469 .818.906 1.000

1.000 1.004)

, .688 .545
.625 .727
.969 1.000
.969 1.006
.875. 1.000

1.000 1.000
1..3308 11..SH

F



RESIDUALS- 3 PARAMETER MODEL

OsER V60-EXPECT EO1

ABILITY LEVEL
1 z 3 4 5 6 7 8 9

MID-POINT -2. 750 -2.250 -1 .750 -1.25u -. 750 -.250 .250 .750 1.250
NO. OF
EX mI NEES 24 50 1 14 194, 31 8 440 569 36 8 248

IlEn
1 .058 -.344 .312 -.00 8 .000 .0 13 -.004 .003 -.010
2 .030 C83 -.04 4 '.J03 -.002 -.002 .0113 .000 '.012
3 . 204 -.104 -.0.6 -.ac,7 .0 15 -.010 .005 .005 .00 2
4 -. (43 .03 6 -.00 4 .312 .015 .1)08 -.019 .0 03 -.006
5 .012 1415 .0:29 .015 -.306 -.001 .0L3 .0 08 -.010
El 091 -.036 .0108 .048 -.018 -.G1'6 .025 -.006
7 -. 044 -.131 032 .0 18 .017 0 16 .014 -.0 27 ::85i
a 283 .129 050 .003 -.018 -.0 35 -.049 046 038
9 095 .001 020 -.334 .006 .0 34 -.00 2 -.044 ,002

10 -.026 .071 .044 .003 .001 -.018 -.007 .008 .008
..;,

11 -. 118 .037 .321 .027 ,,,013134 -.006 .006 .0 07 .096
12 -.248 -.140 ,1.16 .028 Joj7 -.005 -.008 .005 .006
13 -.011 .062 - L7 .010 -.002 ....001 .002
14 ::i2i -..R3 083 ...022 14 .003 ..01.10 .002 .010
15 .196 . ...152 .J34 .033 02 .013 .0U2 .....019 ..002

10

1.750
90

11

2.250
32

.010 -.021

.010 :010

.410 .0 10

.016 .010
-.008 .010
-.028 -.649
-.005 .021

.087 0e7

.011 -.038
-.001 .010

.010 .6 30

.010 .010
0101
.C10-

rip
.010 .018

12

2.750 ,

11

.010

.01g

.01U'.081
...081
.031
.020.12
.065
.010

.010
.010
.010

:818

16 .010 .041 41 .025 ....016 .024 ...013 .010

17 '.gl ::31E .026 .....031 . 13 .048 ....CIO, .007 406 AN .itt .036'

18 ...012 ....t.i14 .01.8 '.1)11 . 09 ...002 .016 ...OH .011 ...039

19 ..090 ..049 . 28 .069 .014 ...041 ....Q23 .002 Q .010

20 ::ii -AB . 0, 2 -.01L . 12 -.002 -.0.01 .001 -01.0 .. 010 :810 010

018 .0u0 .00 9 -.01 2 -.0 07 ...002,5 -.00008 -.006 -.010 .010 .010 .010
. 034- .C23 .043 -.022 -.010 .003 .014 ....COO .010 .010

23 -. 10 2 -. 152 - 015 .035 r0 34 33 -.006 .003 -.022 -.041 .057 .017
24 052 -.03 7 .G34 .031 L.034 .012 .021 -.008 -.343 -.014 .057
25 -. C31 - .084 -.077 -.044 .016 .039 .008 -.0 37 -.037 -.014 -.0 C1 .03014

26 20 -.043 .01 7 -.163- 17 .0 37 .002 .054 .073 .053
-7 -.022 -. 2.19i .012 .085 .038 ..028 .0210 'o031 .052

. 053 -.041 . u18 .313 .010 -.A02 -.G C9 .0 12 -.041 .098 -.054 -.151
2.9 -.017 .621 -L15 -.002 .011 16 -.027 .020 -.004 -.044 -.015 -.0°53

. 13 2 .33 .663 -.013 -.0 24 -.0 04 .010 -.012 .0i 7 -0038 .024

.0'10
31 .088 .125 . 0.03 -.023 .005 -.0 09 .007 -.008 -.004

:8iR ::8ii
32 .123 .088 .029 -.312 .03S -,0 QC .004 -.04 .001 -.081
23 -. 039 145 .035 -104 .008 -...08 -.uu 1 .01 -.042. -.013 .061 ,C74
i4 .181 .102 -. Ot, 8 -. 17 ..002 .004 -.00 2 -.004 .03 4 .8H ..010 .010

35 1.,j7 ;44 .028. -.03C -.005 -.C,52 -.048 .0 26 .046 . 1 .057
36 .038 -.052 .005 .04. .062 .0 18 -.016 -.019 -.059 -.035 .096 -.147
3 7 . 0; 9 .075 -'.009 .029 -.018 .u07 -.009 .018 -.026 -..8t6 -..Eis .0er
38 -. 116 .140 -.151 . .011 40213 ..003 -.0 14 .0 01 .00.2 0 .010
39 -. u 71 -...:1.1 -.r:35 -.0L9 .028 .031 .006 -.030 -.004 -.. (38 -.026 -.015
4 3 -.119 - . )18 -. 066 .025 .333 -.0 14 -.0,5 .0 09 -.020 .008 .010 t'l .010

41 ..048 U71. .0..10 0021 .004 .035 ....045 .014 .008 .051 .034
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44

.(53

-.IF7q.

.647

45 -.114 -.084 -.051
46

0041147 -18673
48 -.042 .057 .043
49

C4T,3

,

50

.037 .C10
55i .236 12%) ...OBI
53
54
55
56
57
58

.010 -.0L1 -.1.11. -.014 -.00.5 .031 -.031

-:dii -:8g -:gf! -:igi
-.071 -.ail ..26i .811 :.8"
-.3219. -..33/8 -.0 10 :90 1 .9tii
-.019 -.025 .405 ft.008 '-.002 .016 .071

:01. ::(1iS

-.443 .007 .005 ....003 .036 -.035 .022 .116
.403 -.031 018 -,.013 _.9/5 .936 .007 -.132 ,,o5e

.:211 :g0116 :Ng -1812 -37')E -:SU

::eli Ail ":0Z :ASg -:V2; :W5 Alt ::3?1 :1?;- -1;8 1ff

'Mg ::3021; ":8021 ,:tg -..gn 'Alt; %El :Hi

SUMMARY 0F FIT STATISTICS FOR,ITEMS

RCCT MEAN WEIGHTEQ AVERAGE WEIGHTED ABSOL.UTE
SQUAL13RESIDUAL RESIDUAL AVERAGE RESIDUAL

, .001 .

ITEM

1
2
3
4
5
6
7
a

a
11
12
13
14
15
16
17

111
20
21
22
23
24
25
26
27
28
29
30
31

'32
33
34
35
36

AVERAGE
RESIDUAL

.032

.015

.013
-.035
-.G01
-.lid
.011
.058
AI:
.009

-.0)1
-..017
-.019

::8i3
-.018

-:Ri,5.
-.023
-.0)1
.30).il5

-.031
.004

-.016
.3;p7

-.LJ2
-.031

-..W.
.j16
.019
.011
.C16
.059

-.0:J4

AVERASE ABSOLUTE
RESIDUAL

. 16

. 19

.333

.321

.015

.036

:Of'
.029
.017

..M

.327

.029

.032

.043

.042

.032

.043

.009
011

.21.4

.025

.032

.031

.067

.J23

.142

.;.;2'..

.029

.127

.036

.029

.021

.191

.05,

.032 s .006

.066 'te, .012

.030 .012

.025 .098

.042 .024

IP
....019.024

:8118

.002

.001

.001'

.000

.001

.004
. 4110

-.0C1
. 0G1 ,

.005

.L04

.00S

.003

.001

.001
-.000
-.0(2
-.007
-.000
-.000
.000
.002
.01,1

.001
-.0(1
. 000

-.0c1
.001
.001
.005

-.000
. 001
.000
. 002

.o 51
.011

.351

.087
.01k

:RI

.1033 N'
.014 .

.062. ki :

.d65

.065

li2 '

.046

.013

.012 i
9.1194

.008.018
.331

.036

.034

.023

Iii
.81/

.081
.029
. 160

.037 .017

. 35C

.012.043

.127
To;.035

05J

.062 131

234:j



r
ii

-..4) 6
-.019 . )29

4 4
, 41 -Ahi

.; 2A

. 0 28

43 C.2
44 -.052 .169
45 -.04,6
46 ))! . )26
4 T -.0) 3
48 -.1'513 ...139

- 243__ ___ -131
. 3 25

.L1
(

51: -.434 J38
52 .fl2 .0 54

( 53 ofl .013
54 -.G2T .041
55 -.834 ' . J2:
56 -.0,1, .025
57 -.:ill .02,:
58 -.334 .0 21

J--
AVERAGES .00.)

FIT STATISTIC
AVERA(E RESIDUAL

( 13Lr
.041
.035
.37'5
.055
. 0/0
.157
. U35
.05/
. 06z
029
.0-35-
. 0711
.072.
. 020
052
C23

.)32
024.

. 024

.033 .046

=Ai?

. 002

. 001

-.008.
-.002

-.0C3'

-.0170
.001
.000

-.QC2
-.003
. OLIO
-. 0 C2

0 C1

. 015

.004107,.

. 039
. 021
.01'8
. 018

1 12
11

.Q.26

.006

.1025

.019

. 019

000 .019

SUMMARY Cc FIT STATISTICS F.CR A EILITY LEVELS

ABILITY LEVEL (MIO-POINTS)

1 2
-2 .75 -2.25
.006 .005

3 to 5 6 7 8
-1.75 -1.25 ..75 -.25 .25 .75
.001 .000 .001 .0)6 -.002 -.001

9 10

-!g4
AvERACE.ABSOLUTE ESIOUAL .034 % .022 .012 /14 .039.499 .056 .025 .039

RCOr,PEA4 MAR= RESIDUAL .07'5 .U44 .028

.car

.025 917 .019 .021 .035 .059.129 .02U

.016 .014

0,
.060

OVERALL AVE RAGES AVERAGE RES !DUAL= GUCi A VERAGE A BSCLUT E RESIDUAL= .033 ROCT MEAN SQUARE RESICUAL= 044

233
0.3
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MI 0-POINT

N;PgEES
ITEM

1
2
3

5
6
7
a
9

1J

12
L 3
14
15
16
17
18
19
20

21
22
23

25
26
27
28
29
31,

31
32
33

35
363
38
39

STA MN RCIZEO RESIEWAL S- 3 PARAMETER MOCEL

ABILITY LEVEL
1 2 3 4 5 6 7 8 1 10 11 12

-2 .753 -2.2 50 -1 .750 -1.250 -.750 -.250 .2 50 . 750 1.250 1.750 2.250 2.750

24 50 1 14 194 318 440 509 368 248 90 32 11

:;i1 1:M ::ig -:S3? -1:W -1..E8 Ai;
2.034 -1.E50 .4.325 1.199 -1.316 .948 .88U .306 .953 .569 .333
*1.042 1.230 ....222 .66t .797 .355 .912 .207 .582 .953 .569 .2.697

-1T79.3 i:M 1:gi =:24 =M. '.21;74
.84C .601 .69e .741 .679 ..1.047 -.827 ...:141 :529 :4r1

f:14;g -1:;22 2.1113 2.iSE !.U; 11;1
-.351 1.228 1.012 .097 .340 -1.070 --.587 .917 1.192 .:106 :569 .3,33

-1. 747 .521 .538 1.36L .450 ..1.24E 1.377 1.404 .945 .953 .569 .333
-2.676 -1. (7 6 2. 463 1.155 1.324 -.671 -1.742 .8 80 945 953 .569 .333
-L .84 3 (96 -.225 2.312 -.474 1.2eL -.4o5 -.1 E6 .316 .953 .569 .333
-1. 812 .u36 1. 868 -.79C .8 71 .3 67 -1.77 6 .356 1. 583 953 .569 .33.!

) -2. 141 -.751 .743 1.361 -.396 1 .1, 6z .195 -2.8 25 -.332 .953 .569 .333

1:1n -1:M .1:i71 !:?.0 -2:N3 -1::5

:::Zi =1:31,? 1:iii -1:4d :374
2.61) _Ail

. 950 J04 .392 -.549 .547 -.397 -.036 .0 73 -1.608 A53 .n9 .333

-T52,
-:(424

42741

74
. 678

1. V.."t2

1:522i =:4P4
-.848 -.381 1.137
-.725 . 978 1.161

-2:k(7) =1:W
-1..483 .158 -.965
-.793 . 522 471
1.F816. -10.g4.1; ::4Z3

-.5 73 1.576 -.292 .1 33 -.7,04
-1.590 .625 1.95.4 -.V74 -1.153
:gN A:U2

1.1 76 5g1 .700 -11 739

-1:3U -1:t;1

- .1 e2 -.516

-:15234
:55E3

-1.023 1.387
....337 1.141

"151812

1.255 1:356

-1:Z1S -:02
2 -1.464 1.996 -.631

:3331

:ni
40s

-:31;

L . /E8 2.159 . 072 -.646 .170 - .428 .456 -.54e -.330 1.366 -1.2C5 _.333

..;4711 i:455 --..1r; 1:1:i ::3n !:170? -1:N1 74:tre
2. 128 . 9 -. 251 -.889 .1 63 .423 -.251 -.639 .933 .953 .56,i 33 3
.4. 544 3.-71 5 614 -.848 -.167 -2.286 -2.41 1.2 17 1.997 2.093 1.683 814

.M7s :321 -:!ID -9738 . =q4 .I.341
.805 -1. 351 452 1.033 -.147 -1.3 vs '.0 95 .336 .953 .569 :333

-.727 .589 -1.156 1.117 1.390- .295 .1.394 -.163 ...1.967 .494 -.lea
-1.. 798 -.261 1.840 .81) 1.1,91 ..608 -.294 .514 ...1.496 .549 ..569 .333

23:j.



41
42

"43
44
45
46
47
48
4q51"""".303. 581 . e

1. 537 1. 15 6
-?. 'i49 -2. L1.9-I. 759 -1.795
1. 580 -.1./ 9

-L. t12 -.115
-I. 024 1 .993
-1.086 .11 3

. 765 . 782

-..PM
-. 572

-3. C31-2. 43u
1. 539

620
2. 198
-. 44 8

-1. 672

-..ii -1..9.i
25,, -.51,1

-;:M -1:W-1.1 58 -1.433
.850 1.3 24

-L .1 96 -1.854
-.941 -.4 90

.960 .623

51
52
53

55
56
57
58

. 532
1. 352

. 662
-1 652

::;ti
-. 49 2
- 665

. it13
-1 . i55

. ;33
-2.137

-.78 2
-. ;82
- .7 11

!85

-. 25 3
-1. 735

-. 32 3
-1.377

. 943

. 487
1, 751

. 114

-,12 E
.083
.51 7
.437

-1.72u
2.110
-.915-.679

.0 98

1.0 2)3

ANALY3I S O STAwDAROI7E0 RESIDUALS
(ABSOLLTE VAL UES)

NJWBER, PERCENT CUMULAT IVE
FERCENT

65.66
91.67
99.1 4

103.00

IN 1ERVAL

TO 1 457 65.66

1 TO 2 1 81. 26.51
52 7.47TO 3v)

BE YON() 3 5 .86

SUMMARY OF F IT TA T IS T IDS FOR ITEMS

ITEM AVERAGE
RESIDUAL

1 -.U53
2 .275
3 29i
4 -.056
5 -.I7u
6 -.C56
7 .1?3
8 .636
9 .111

10 .273
1.1
12 .131
13 .178
14 .21.3
15 -.10'
16 -.23...
17 .154

--.4ii 1...ga -1..IVI
-.596

-1:73915 1.Ag2.7 81
3.120 .50 3 -.946
-.3 56 1 .49 6 -.059
-.663 .037 .434

.408 -.580 -.0 97
058
.1 37 -:Va 1..W

i:;q4

-3:ZN
:14h -i:gi ":;

-2.005 2.477 -1.964
.538 . 967 -2.283

-1:75V4 -':RE1

. 6

. 3i;
.333

-1.981-2.93F
. 356
. 493
.121

395
333

:fli ::lkf
c6 -1.249

. 5 88 1.232
.1:02 -,473

2.100 .151
.369 . 543

-.984 .262
-1131

AVERAGE ABS CLUTE
RESIDUAL

642
.467
. 53
.594

ROOT MEAN
SQUARE RESIDUAL

;779
. 512

1 .018
1 .062

.873
:RU

1.06C

1,472 1. 553
.722 .951
. 625 .705
.953 .9 50

1..307 1 .486
.781 1... ul) 7
. 943 1.113
.922 1. 201

1. 432 1.5 97
.9 77 1.206

-2.U9
. 616 -1.161

-1.UU8 .133

"WEIGHTED AVERAGE
RESIDUA L
-.028

.067

. 269

.038
-.013

.070

. 202
-.387

.Q12

. 032

. 610
. 103\
. 284
. 077

-.265
-.080

.426
.147
.556

-1.647-.911-.942
-2.151.810

1.351-1.74i
. 007

-.8 11
-1.0 79

. 818
-.914

. 639

WEIGHTED ABSOLUTE
AVERAGE RESIDUAL

.584

.302

. 916.613

.383
. 908
. 738

1.481
.817
. 688

1.102
1.225.713

. 995
. 921

1.790
1 .186

-1.545
-.4E5

. 493

.333

. 583
-.354
. 3E4.333



18

19 -.659
20 ...a..7

,

21 -.:27
22 .1.52

i4
-.158
.131

25 -.469
26 .614
27 -.136

.0)5
29 -.06
10-------.-44.1

83,
1.446
.493
.618
.492
.70 9
.189
976
1.458
.809
.767
.112___.
.-8.2-6

.737
1..006
.641
.598

1.865
1.189
.656
.766
.729
.869
.961
.935
.813

1.925
1.621

.;g
1.105
.832
.819
.565
.958
.306

1.19C
.528
.744
.953

.905

455
1.5185
.673
.70C
.567
.85U
.953

1.122
1.568
.897
.911
.888
.944
.918

1.222
.743

2.;14
1.346
.764
.925
.807

1.005
1.191
1.281
.973
1.858
1.565
1.107
1.227
1.343
.945
.915
.746

1.119
.355

1.341
.842
.893

1.068
.803

1.042

SUMMARY

J

OF FIT

090

::11i
,.12r

.137

.072
'.117
-.245
.08?

.024

::1159

:Ail

.208

:AZ;
.006
.038
.026

.045
^.095

STATISTICS FCR AEILITY

.669

"al
.677
.452
.707
.936

1.047
1.419
:892
.596
.970

:tlf----
603
.468

1.111

:7i75

1.0764:
1.580
1.472

.835

:791

.247
1.065
.749
.741

.858

LEVELS

,

(

(

(

(

31 .217
32 .034
33 .153
34 .259
35 .914
36 .042
37 .155
38 .C9
39 -.27i
40 ..147
41 .k:88
42 .388
43 .244
44 1.158
45 .1.017
46 ....05I;

47 .01.4 '

48 ...018
49 -.423
EU .138
51 .009

Zi
.019
.150

54 -.632
55 .-.318
56 .025
57 -.297
58 -.002

AVERAGES -.002

ABILITY LEVEL(MID.-PCI,JS)

(

FIT STATISTIC
1

.-2.75
2

...2.25
3

.-1.75
4

1.25
5

.-.75
6
-.25

7
.25 !175

9
1.25 11?75 i!25

12
2.75

AVERAGE RESIDUAL -.0:9 .079 .049 ....065 .066 .270 .152 ..085 ...344 095 .052 .045

(

*
AIERAGE A9SOLUTE PESIOUAL 1.278 1.022 .961 .844 .758 .922 .790 .809 .547 .964 C51 .674

i
RCOT tEA4 SOUA2E RESIDUAL 1.537 1.287 1.220 1.020 .923 1.184 .99U 1.059 1.116 I.16C 1.051 .940

OVEDALL AVPA3ES AVERAGE REfIOUAL= .002 AVERAGE ABSOLUTE RESIDUAL= .905 RCCT MEAN SQUARE RESICUAL= 1.125

23./ 4..
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